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In cases where an explicit ontology does not exist, one can be automatically con-
structed [42, 282, 288, 323].

The technique works as follows: Let L, (x) be the relevance of a facet x to user
u € U as computed by the ontological similarity of the facet and the user model [22].
In this case, the ontological similarity is the reciprocal of the maximum number of
links needed to traverse from each value being compared, to a value common to
both.

Each user model is then compared to the other users in the system, in order to
calculate the cross relevance of a facet x to a user. This value, C, (x), is the average
of the relevance of the facet to each user, weighted by the similarity of the each user
v to the current user u.

Y pey Similarity(u, v) L, (x)
U]

C,(x)= (4.11)

The global relevance of a facet, G(x), is calculated as the average relevance of
the facet to every user. The static relevance of facet to a user is a weighted combi-
nation of the cross relevance and the global relevance.

In order to make recommendation to a user regarding a specific query, the tem-
porary in-session relevance of each facet x to the current user u is introduced. This
value, T,(x), is simply the fraction of query refinements (i.e. clicks) that utilize a
facet x of all refinements in the current search session. This number is combined
with the static relevance of the facet to determine the current dynamic relevance of
a facet to the user. Values from facets with the highest dynamic relevance are then
suggested to the user for query refinement. Evaluated with the Factic system, the
ontology based approach reduce the number actions required for users to find their
documents of interest when compared to an un-personalized baseline [290].

4.6.8 Evaluation Regime

Considering various personalized faceted search techniques, which one works better
on a particular task? To compare personalization methods, an evaluation metric is
needed. Traditionally user studies have been used to determine satisfaction with dif-
ferent user interfaces. While undeniably useful, user studies have some drawbacks.
First, they are expensive to hold. A number of users must be gathered and then
tested on the proposed system. This takes a nontrivial amount of time for even user
studies with a moderate number of subjects. User studies also problematic when be-
ing used to evaluate personalized systems, as the test subjects may not interact with
the system long enough for a sufficient user profile to be learned. This can lead to
inconclusive, or possibly even contradictory results.

Koren et al. [162] proposed a complementary inexpensive evaluation metric
based on calculating the expected utility to a user of a faceted search interface,
through the use of simulated user interactions. This method allows designers to
quickly compare various algorithms and determine which algorithms are the most
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promising. By using this method, or a similar one, designers can conduct fewer user
studies by only submitting the top performing algorithms for an in depth user study.
A similar approach has seen success when evaluating spoken dialog systems [118,
166].

The evaluation system works as follows: Assume that the goal of the search in-
terface is to enable users to find their documents of interest with the least amount
of effort. In order to measure this effort, the actions that a user can perform when
interacting with the system are identified and the system is rewarded or penalized de-
pending on what action is performed. A series of user interactions are simulated us-
ing a combination of real-user feedback and heuristics. The interface is then scored
according to the expected total reward for an interaction session.

Given § user interaction sessions, the empirical utility of the interface can be
estimated easily:

S T

U= RGsit1,051,q5.1) (4.12)
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where R(gs :+1,4as.,qst) 1S the reward the system receives if the user s takes an
action ay ; at time ¢, which changes the query from g; ; to gs /41.

Let us now define the reward function. As stated earlier, we assume that the goal
of the interface is to allow users with the least amount of effort on their part. In order
to measure this effort, the designer must identify which actions a user can perform
at each step of the interaction. Koren et al. identified eight actions common to many
personalized faceted search interfaces, along with the rewards the system receives
for each. These actions are listed in Table 4.2.

Instead of employing real users through a user study, actions are simulated based
on certain assumptions about how real users interact with faceted search systems.
Without loss of generality, it is assumed that each simulated user is searching for
exactly one target document and that the simulated user can recognize the document
and the facet—value pairs that are indicative of that document. At each step of the
search session, the simulated user scans the top ranked documents that match current
query looking for the target document. If it is found, then it is selected and the

Table 4.2 User actions and

rewards Action Reward
Select facet—value pair negative
De-select user selected facet—value pair Zero
De-select system selected facet—value pair negative
View more facet—value pairs negative
Mark document as relevant positive
Mark document as non-relevant negative
View more documents negative

End session Zero
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session ends. If the target document is not found, the simulated user removes any
facet—value pairs that are contained in the current query that do not match the target
document. Once the query is cleaned of incorrect terms, the simulated user scans the
list of presented facet—value pairs. A pair is selected by some method for inclusion
in the query from the set of pairs that match the target document. If none of the
suggested facet—value pairs match the target document, then a facet is chosen at
random and all of its values are examined until a matching facet—value pair is found
for inclusion. If no matching value can be found for any facet, then the simulated
user scans through the complete list of returned documents until the target document
is found.

When there are multiple matching facet—value pairs, deciding which one to in-
clude in the query can greatly impact how much additional searching is required to
find the target document. Koren et al. suggested four possible selection methods.
Stochastic users simply select one of the matching facet—value pairs randomly from
a uniform distribution. First-match users scan the list from top to bottom, and se-
lect the first matching facet—value pair found. This heuristic is modeled after how
users select matching documents from a ranked list of results. Myopic users select
the matching facet—value pair that is contained in the least number of documents.
With this method assumes that users are trying to reduce the search space as quickly
as possible. Optimal users that perform actions that directly optimize the utility of
interface were also identified, but not examined in detail due to the complexity in
searching for the optimal policy for the user to execute.

Although the simulated users differ from real users, the evaluation methodology
does provide insight into understanding how various faceted interface design algo-
rithms perform [162]. This evaluation method is neither better or worse than user
studies. Instead, the approach serves to complement user studies by being cheap,
repeatable, and controllable.

4.6.9 Conclusions

This section presented the problem of determining which facet—value pairs the sys-
tem interface should provide to a user for query refinement. In particular, we focus
on personalized faceted search techniques that try to find facet—value pairs most use-
ful to individual users. We introduced three major approaches, collaborative filtering
based faceted search personalization, content based personalization, and ontology
based personalization. We present a utility based evaluation framework for various
faceted search interfaces, and the general idea is that the best interface should min-
imize the number/cost of interactions needed to find a document of interest. This
general evaluation framework can applied to all kinds of facets, including facets
whose values are organized as taxonomies.



