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Adaptive Nonparametric Image Parsing

Tam V. Nguyen, Canyi Lu, Jose Sepulveda, and Shuicheng Yan, Senior Member, IEEE

Abstract—In this paper, we present an adaptive nonparametric solution to the image parsing task, namely annotating each image pixel with its corresponding category label. For a given test image, first, a locality-aware retrieval set is extracted from the training data based on super-pixel matching similarities, which are augmented with feature extraction for better differentiation of local super-pixels. Then, the category of each super-pixel is initialized by the majority vote of the k-nearest-neighbor super-pixels in the retrieval set. Instead of fixing k as in traditional non-parametric approaches, here we propose a novel adaptive nonparametric approach which determines the sample-specific k for each test image. In particular, k is adaptively set to be the number of the fewest nearest super-pixels which the images in the retrieval set can use to get the best category prediction. Finally, the initial super-pixel labels are further refined by contextual smoothing. Extensive experiments on challenging datasets demonstrate the superiority of the new solution over other state-of-the-art nonparametric solutions.

Index Terms—image parsing, scene understanding, adaptive nonparametric method.

I. INTRODUCTION

IMAGE parsing, also called scene understanding or scene labeling, is a fundamental task in computer vision literature [1], [2], [3], [4], [5], [6], [7], [8], [9], [10], [11], [12]. However, image parsing is very challenging since it implicitly integrates the tasks of object detection, segmentation, and multi-label recognition into one single process. Most current solutions to this problem follow the two-step pipeline. First, the category label of each pixel is initially assigned by using a certain classification algorithm. Then, contextual smoothing is applied to enforce the contextual constraints among the neighboring pixels. The algorithms in the classification step can be roughly divided into two categories, namely parametric methods and nonparametric methods.

Parametric methods Fulkerson et al. [13] constructed an SVM classifier on the bag-of-words histogram of local features around each super-pixel. Tighe et al. [14] combined super-pixel level features with per-exemplar sliding window detectors to improve the performance. Socher et al. [15] proposed a method to aggregate super-pixels in a greedy fashion using a trained scoring function. The originality of this approach is that the feature vector of the combination of two adjacent super-pixels is computed from the feature vectors of the individual super-pixels through a trainable function. Farabet et al. [16] later proposed to use a multiscale convolutional network trained from raw pixels to extract dense feature vectors that encode regions of multiple sizes centered at each pixel.

Nonparametric methods Different from parametric methods, nonparametric or data-driven methods liaise with k-nearest neighbors classifiers [4], [5]. Liu et al. [4] proposed a nonparametric image parsing method based on estimating SIFT Flow, a dense deformation field between images. Given a test and a training image, the annotated category labels of the training pixels are transferred to the test ones via pixel correspondences. However, inference via pixel-wise SIFT Flow is currently very complex and computationally expensive. Therefore, Tighe et al. [5] further transferred labels at the level of super-pixels, or coherent image regions produced by a bottom-up segmentation method. In this scheme, given a test image, the system searches for the top similar training images based on global features. The super-pixels of the most similar images are obtained as a retrieval set. Then the label of each super-pixel in the test image is assigned based on the corresponding k most similar super-pixels in the retrieval set. Eigen et al. [17] further improved [5] by learning per-descriptor weights that minimize classification error. In order to improve the retrieval set, Singh et al. [18] used adaptive feature relevance and semantic context. They adopted a locally adaptive distance metric which is learned at query time to compute the relevance of individual feature channels. Using the initial labelling as a contextual cue for presence or absence of objects in the scene, they proposed a semantic context descriptor which helped refine the quality of the retrieval set. In a different work, Yang et al. [19] looked into the long-tailed nature of the label distribution. They expanded the retrieval set by rare class exemplars and thus achieved more balanced super-pixel classification results. Meanwhile, Zhang et al. [20] proposed a method which exploits partial similarity between images. Namely, instead of retrieving global similar images from the training database, they retrieved some partially similar images so that for each region in the test image, a similar region exists in one of the retrieved training images.

Due to the limited discriminating power of classification algorithms, the output initial labels of pixels may be noisy. To further enhance the label accuracy, contextual smoothing is generally used to exploit global contexts among the pixels. Rabinovich et al. [9] incorporated co-occurrence statistics of category labels of super-pixels into the fully connected Conditional Random Field (CRF). Galleguillos et al. [10] proposed to exploit the information of relative location such as above, beside, or enclosed between super-pixel categories.
Meanwhile, Myeong et al. [6] introduced a context link view of contextual knowledge, where the relationship between a pair of annotated super-pixels is represented as a context link on a similarity graph of regions, and link analysis techniques are used to estimate the pairwise context scores of all pairs of unlabeled regions in the input image. Later, [11] proposed a method to transfer high-order semantic relations of objects from annotated images to unlabeled images. Zhu et al. [21] proposed the hierarchical image model composed of rectangular regions with parent-child dependencies. This model captures large-distance dependencies and is solved efficiently using dynamic programming. However, it supports neither multiple hierarchies, nor dependencies between variables at the same level. In another work, Tu et al. [22] introduced a unified framework to pool the information from segmentation, detection and recognition for image parsing. They have to spend much effort to design such complex models. Due to the complexity, the proposed model might not scale well with different datasets.

In this work, our focus is placed on nonparametric solutions to the image parsing problem. However, there are several shortcomings in existing nonparametric methods. First, it is often quite difficult to get globally similar images to form the retrieval set. Also by only considering global features, some important local components or objects may be ignored. Second, \( k \) is fixed empirically in advance in such a nonparametric image parsing scheme. Tighe et al. [5] reported the best results by varying \( k \) on the test set. However, this strategy is impractical since the ground-truth labels are not provided in the testing phase. Therefore, the main issues in the context of the nonparametric image parsing are 1) how to get a good retrieval set, and 2) how to choose a good \( k \) for initial label transfer. In this work, we aim to improve both aspects, and the main contributions of this work are two-fold.

1) Unlike the traditional retrieval set which consists of globally similar images, we propose the *locality-aware* retrieval set. The *locality-aware* retrieval set is extracted from the training data based on super-pixel matching similarities, which are augmented with feature extraction for better differentiation of local super-pixels.

2) Instead of fixing \( k \) as in traditional nonparametric methods, we propose an *adaptive* method to set the sample-specific \( k \) as the number of the fewest nearest neighbors which similar training super-pixels can use to get their best category label predictions.

### II. ADAPTIVE NONPARAMETRIC IMAGE PARSING

#### A. Overview

Generally, for nonparametric solutions to the image parsing task, the goal is to label the test image at the pixel level based on the content of the retrieval set, but assigning labels on a per-pixel basis as in [4], [16] would be too inefficient. In this work, we choose to assign labels to super-pixels produced by bottom-up segmentation as in [5]. This not only reduces the complexity of the problem, but also gives better spatial support for aggregating features belonging to a single object than, say, fixed-size square patches centered at each pixel in an image.

The training images are first over-segmented into super-pixels by using the fast graph-based segmentation algorithm of [23] and their appearances are described using 20 different features similar to those of [5]. The complete list of super-pixel’s features is summarized in Table I. Each training super-pixel is assigned a category label if 50% or more of the super-pixel overlaps with a ground truth segment mask of that label. For each super-pixel, we perform feature extraction and then reduce the dimension of the extracted feature.

For the test image, as illustrated in Figure 1, over-segmentation and super-pixel feature extraction are also conducted. Next, we perform the super-pixel matching process to obtain the locality-aware retrieval set. The adaptive nonparametric super-pixel classification is proposed to determine the initial label of each super-pixel. Finally, the graphical model inference is performed to preserve the semantic consistency between adjacent pixels. More details of the proposed framework, namely the locality-aware retrieval set, adaptive nonparametric super-pixel classification, and contextual smoothing, are elaborated as follows.

#### TABLE I

<table>
<thead>
<tr>
<th>Type</th>
<th>Dim</th>
<th>Type</th>
<th>Dim</th>
</tr>
</thead>
<tbody>
<tr>
<td>Centered mask</td>
<td>64</td>
<td>SIFT histogram top</td>
<td>100</td>
</tr>
<tr>
<td>Bounding box</td>
<td>2</td>
<td>SIFT histogram right</td>
<td>100</td>
</tr>
<tr>
<td>Super-pixel area</td>
<td>1</td>
<td>SIFT histogram left</td>
<td>100</td>
</tr>
<tr>
<td>Absolute mask</td>
<td>64</td>
<td>Mean color</td>
<td>3</td>
</tr>
<tr>
<td>Top height</td>
<td>1</td>
<td>Color standard deviation</td>
<td>3</td>
</tr>
<tr>
<td>Texton histogram</td>
<td>100</td>
<td>Color histogram</td>
<td>32</td>
</tr>
<tr>
<td>Dilated texton histogram</td>
<td>100</td>
<td>Dilated color histogram</td>
<td>33</td>
</tr>
<tr>
<td>SIFT histogram</td>
<td>100</td>
<td>Color thumbnail</td>
<td>192</td>
</tr>
<tr>
<td>Dilated SIFT histogram</td>
<td>100</td>
<td>Masked color thumbnail</td>
<td>192</td>
</tr>
<tr>
<td>SIFT histogram bottom</td>
<td>100</td>
<td>GIST</td>
<td>320</td>
</tr>
</tbody>
</table>
B. Locality-aware Retrieval Set

For nonparametric image parsing, one important step of parsing a test image is to find a retrieval set of training images that will serve as the reference of candidate super-pixel level annotations. This is done not only for computational efficiency, but also to provide scene-level context for the subsequent processing steps. A good retrieval set should contain images of a similar scene type as that of the test image, along with similar objects and spatial layouts. Unlike [5] where global features are used to obtain the retrieval set, we utilize the super-pixel matching as illustrated in Figure 2. The motivation is that sometimes it may be difficult to get globally similar images, especially when the training set is not big enough, yet locally similar ones are easier to obtain; also sometimes if only global features are considered for retrieval set selection, some important local components or objects may be ignored. In this work, the retrieval set is selected based on local similarity measured over super-pixels. To enhance the discriminating power of super-pixels, we utilize Linear Discriminant Analysis (LDA) [24] for feature reduction to a lower feature dimension. Then we use the augmented super-pixel similarity instead of global similarity to extract the retrieval set.

Denote \( x \in \mathbb{R}^{n_x \times 1} \) as the original feature vector of the super-pixel, where \( n_x \) is the dimension of the feature vector. The corresponding feature vector \( \hat{x} \) after the feature reduction is computed as,

\[
\hat{x} = W x, \tag{1}
\]

where \( W \) is the transformation matrix. In particular, LDA looks for the directions that are most effective for discrimination by minimizing the ratio between the intra-category (\( S_w \)) and inter-category (\( S_b \)) scatters:

\[
W^* = \arg \min_W \frac{W^T S_w W}{W^T S_b W}, \tag{2}
\]

\[
S_w = \sum_{i=1}^{N} (x_i - \bar{x}_c)(x_i - \bar{x}_c)^T, \tag{3}
\]

\[
S_b = \sum_{c=1}^{N_c} n_c (\bar{x}^c - \bar{x})(\bar{x}^c - \bar{x})^T, \tag{4}
\]

where \( N \) is the number of super-pixels in all training images, \( N_c \) is the number of categories, \( n_c \) is the number of super-pixels for the \( c \)-th category, \( x_i, \forall i \in \{1, \cdots, N\} \), is the feature vector of one training super-pixel, \( c_i \) is the category label of the \( i \)-th super-pixel in the training images, \( \bar{x} \) is the mean of feature vector of training super-pixels, and \( \bar{x}^c \) is the mean of the \( c \)-th category. Note that the category label of each super-pixel is obtained from the ground-truth object segment with the largest overlapping with the super-pixel. As shown in [24], the projection matrix \( W^* \) is composed of the eigenvectors of \( S_w^{-1} S_b \). Note that there are at most \( N_c - 1 \) eigenvectors with non-zero real corresponding eigenvalues since there are only \( N_c \) points to compute \( S_b \). In other words, the dimensionality of \( W \) is \( N_c - 1 \times n_x \). Therefore, LDA naturally reduces the feature dimension to \( N_c - 1 \) in the image parsing task. Since the category number is much smaller than the feature number, the benefits of the reduced dimension include the shrinkage of memory storage and the removal of those less informative features for consequent super-pixel matching. Obviously the reduction of feature dimension is also beneficial to the nearest super-pixel search in the super-pixel classification stage.

The procedure to obtain the retrieval set is summarized in Algorithm 1. Denote \( n_q \) as the number of super-pixels in the test image, \( n_j \) as the number of super-pixels for the \( j \)-th training image, and \( N_l \) as the number of training images. We impose the nature constraint that one super-pixel in a training image is matched with only one super-pixel of the test image. We denote \( S \) as the unique index set which stores the indices of the already matched super-pixels, \( v \) as the similarity vector between the test image and all training images, \( Q \in \mathbb{R}^{(N_c-1) \times n_q} \) as the feature matrix for all the super-pixels in the test image, \( T \in \mathbb{R}^{(N_c-1) \times (\Sigma_j n_j)} \) as the feature matrix for all the super-pixels in the training set, and \( m \in \mathbb{R}^{\Sigma_j n_j} \) as the mapping index between the super-pixel and the corresponding training image. As aforementioned, the over-segmentation over the image is performed by using [23]. Then we extract the corresponding features similarly as [5] for each super-pixel and use LDA to reduce the feature dimension.

We match each super-pixel in the test image with all super-pixels in the training set. In order to reduce the complexity, we perform KNN to find the nearest \( k_m \) super-pixels in the training images for the \( i \)-th super-pixel in the test image. The Euclidean distance is used to calculate the dissimilarity between two super-pixels. As a result, we have \( \eta_i \in \mathbb{R}^{k_m} \) as the indices of the returned nearest super-pixels of the \( i \)-th test super-pixel, and \( \Delta_i \in \mathbb{R}^{k_m} \) as the corresponding distances of the returned nearest super-pixels to the \( i \)-th test super-pixel. We remove the super-pixels in \( S \) from \( \eta_i \), where \( S \) includes the training super-pixels matched by the first \( i - 1 \) test super-pixels. There may be more than one super-pixel from one training image, thus the \textbf{RefineIndexSet} is performed to keep the nearest one. Note that \( |\cdot| \) denotes the number of the elements in an array.

Then, the index set \( S \) is updated by adding \( \eta_i \).

The function \textbf{FindImageIndex} is invoked to retrieve the features of the nearest super-pixels of each test super-pixel. The features are then used to predict the category of each super-pixel in the test image.
Algorithm 1 Locality-aware Retrieval Set Algorithm

1: parameters: $n_q$, $n_t$, $N_f$, $Q$, $T$.
2: The unique index set $S = \emptyset$.
3: $v = 0 \in \mathbb{R}^{N_f}$.
4: for $i = 1 : n_q$ do
5: \[ \{\eta_i, \Delta_i\} \leftarrow \text{KNN}(Q_i, T, k_m); \]
6: \[ \eta_i \leftarrow \eta_i \cup S; \]
7: if $\eta_i \neq \emptyset$ then
8: \[ \eta_i \leftarrow \text{REFINEINDEXSET}(\eta_i); \]
9: \[ I_i \leftarrow \text{FINDIMAGEINDEX}(\eta_i); \]
10: \[ v(I_i) \leftarrow v(I_i) + 1.0 / \Delta_i(\eta_i); \]
11: $S \leftarrow S \cup \eta_i$;
12: end if
13: end for
14: $v = \text{NORMALIZEANDSORT}(v)$.
15: $k_v = \arg \min_{q} \frac{\sum_{j=1}^{n_v} |v_j|}{\sum_{j=1}^{n_v} v_j} \geq \tau$.
16: return top $k_v$ training images.

17: function $\text{REFINEINDEXSET}(\eta_i, \Delta_i)$
18: \[ d = \infty \in \mathbb{R}^{N_f}. \]
19: $\Gamma = \emptyset$.
20: for $i = 1 : |\eta_i|$ do
21: \[ \text{if } d(m(\eta_i)) > \Delta_i \text{ then} \]
22: \[ d(m(\eta_i)) = \Delta_i; \]
23: else
24: \[ \Gamma = \Gamma \cup i; \]
25: end if
26: end for
27: return $\Gamma$.
28: end function

29: function $\text{FINDIMAGEINDEX}(\eta)$
30: $\Gamma = \infty \in \mathbb{R}^{n_q}$.
31: for $i = 1 : |\eta|$ do
32: \[ \Gamma_i = m(\eta_i); \]
33: end for
34: return $\Gamma$.
35: end function

36: function $\text{NORMALIZEANDSORT}(v)$
37: $\Gamma = \infty \in \mathbb{R}^{n_v}$.
38: for $i = 1 : |v|$ do
39: \[ \Gamma_i = v_i / \min(n_i, n_q); \]
40: end for
41: $\Gamma = \text{sort}(\Gamma)$.
42: return $\Gamma$.
43: end function

the corresponding image index of $\eta_i$. Then we update the similarity vector $v$ since the number of super-pixels is not the same for every image. For example, the number of super-pixels of SIFTFlow training set varies from 5 to 193. Therefore we perform $\text{NORMALIZEANDSORT}$ to obtain the final similarity vector. Namely, for each training image $j$, $v_j$ is divided by $\min(n_q, n_i^j)$. The retrieval set then includes the top $k_v$ training images by $\frac{\sum_{j=1}^{n_v} v_j}{\sum_{j=1}^{n_v} v_j} \geq \tau$, where the parameters $k_m$ and $\tau$ are selected by the grid search over the training set based on the leave-one-out strategy. Namely, we choose a pair of $\tau \in \{0.1, ..., 0.5\}$ with step size 0.1, and $k_m \in \{500, ..., 2500\}$ with step size 500 and perform the following adaptive nonparametric super-pixel classification for all images in the training set. The leave-one-out strategy means that when one training image is selected as a test image, the rest of training images is used as the corresponding training set.

C. Adaptive Nonparametric Super-pixel Classification

Adaptive nonparametric super-pixel classification aims to overcome the limitation of the traditional $k$-nearest neighbor ($k$-NN) algorithm which usually assigns the same number of nearest neighbors for each test sample. For nonparametric algorithms, the label of each super-pixel in the test image is assigned based on the corresponding similar $k$ super-pixels in the retrieval set. Our improved $k$-NN algorithm focuses on looking for the suitable $k$ for each test sample.

Basically the sample-specific $k$ of each test image is propagated from its similar training images. In particular, each training image $t$ retrieved by the super-pixel matching process, is considered as one test image, while the left $N_f - 1$ images in the training set are referred to the corresponding training set. Then we perform super-pixel matching to obtain the retrieval set for $t$ and assign the label $l_i^t$ of the $i$-th super-pixel by the majority vote of the $k$ nearest super-pixels in the retrieval set,

$$l_i^t = \arg \max_{l_i} L(k, l_i),$$

where $L$ is the likelihood ratio for the $i$-th super-pixel to have the category $l_i$ based on the $k$ nearest super-pixels and defined as below,

$$L(k, l_i) = \frac{P(i|l_i, k)}{P(i|l_i, k)} = \frac{n(l_i, NN(i, k)) / n(l_i, D)}{n(l_i, NN(i, k)) / n(l_i, D)}.$$

Here $n(l_i, NN(i, k))$ is the number of super-pixels with class label $l_i$ in the $k$ nearest super-pixels of the $i$-th super-pixel in the retrieval set, $l_i$ is the set of all labels excluding $l_i$, and $D$ is the set of all super-pixels in the whole training set.
NN(i, k) consists of k nearest super-pixels of the i-th super-pixel from the retrieval set. Then we compute the per-pixel accuracy of each retrieved training image t for different ks. We denote $A_{tk}$ as the per-pixel performance (the percentage of all ground-truth pixels that are correctly labeled) of the training image t with the parameter value k. We vary k from 1 to 50 with step size 1, $k \in \{1, 2, 3, \ldots, 50\}$. As can be observed in Figure 3, there is no dominant k from 1 to 50 in the overall SIFTFlow training set. It motivates the necessity of adaptive $k$ nearest neighbors for the nonparametric super-pixel classification process. Thus, for each test image, we assign its $k$ by transferring ks of the similar images returned by the super-pixel matching process,

$$k^* = \arg \max_k \sum_{i=1}^{k_r} A_{tk},$$

where $k_r$ is the number of images in the retrieval set for the test image. Then based on selected $k^*$, the initial label of a super-pixel in the test image is obtained in the same way as in Eqn. (4).

D. Contextual Smoothing

Generally, the initial labels for the super-pixels may still be noisy, and these labels need be further refined with global context information. The contextual constraints are very important for parsing images. For example, a pixel assigned with “car” is likely connected with “road”. Therefore, the initial labels are smoothed with an MRF energy function defined over the field of pixels:

$$E(l) = \sum_{i \in V} E_d(i, l_i) + \lambda \sum_{e_{ij} \in E} E_s(l_i, l_j),$$

where V is the set of all pixels in the image, $E$ is the set of edges connecting adjacent pixels, and $\lambda$ is a smoothing constant. The data term is defined as follows

$$E_d(i, l_i) = -\log L(k^*, l_{sp(i)}),$$

where $sp(i)$ means the super-pixel containing the i-th super-pixel and the L function is defined in Eqn. (5). The MRF model also includes the smoothness constraint reflecting the spatial consistency (pixels or super-pixels close to each other are most likely to have similar labels). Therefore, the smoothing term $E_s(l_i, l_j)$ imposes a penalty when two adjacent pixels $(p_i, p_j)$ are similar but are assigned with different labels $(l_i, l_j)$. $E_s$ is defined based on probabilities of label co-occurrence and biases the neighboring pixels to have the same label in the case that no other information is available, and the probability depends on the edge of the image:

$$E_s(l_i; l_j) = -\xi_{ij} \times \log \left( \frac{P(l_i|l_j) + P(l_j|l_i)}{2} \right) \times |l_i \neq l_j|,$$

where $P(l_i|l_j)$ is the conditional probability of one pixel having label $l_i$ given that its neighbor has label $l_j$, estimated by counts from the training set. $\xi_{ij}$ is defined based on the normalized gradient value of the neighboring pixels:

$$\xi_{ij} = \frac{\nabla_{ij}}{\sum_{e_{pq} \in E} \nabla_{pq}},$$

where $\nabla_{ij} = ||I(i) - I(j)||^2$ is the $l_2$ norm of the gradient of the test image I at a pixel i and its neighbor j. The stronger the luminance edge is, the more likely the neighboring pixels may have different labels. Multiplication with the constant Potts penalty $|l_i \neq l_j|$ is necessary to ensure that this energy term is semi-metric as required by graph cut inference [25]. We perform the inference using the $\alpha-\beta$ swap algorithm [25], [26], [27].

III. Experiments

A. Datasets and Evaluation Metrics

In this section, our approach is validated on two challenging datasets: SIFTFlow [4] and 19-Category LabelMe [28].

SIFTFlow dataset\(^1\) is composed of 2,688 images that have been thoroughly labeled by LabelMe users. The image size is $256 \times 256$ pixels. Liu et al. [4] split this dataset into 2,488 training images and 200 test images and used synonym correction to obtain 33 semantic labels (sky, building, tree, mountain, road, sea, field, car, sand, river, plant, grass, window, sidewalk, rock, bridge, door, fence, person, staircase, awning, sign, boat, crosswalk, pole, bus, balcony, streetlight, sun, bird, cow, dessert, and moon).

19-Category LabelMe dataset\(^2\) Jain et al. [28] randomly collected 350 images from LabelMe [8] with 19 categories (grass, tree, field, building, rock, water, road, sky, person, car, sign, mountain, ground, sand, bison, snow, boat, airplane, and sidewalk). This dataset is split into 250 training images and 100 test images.

We evaluate our approach on both sets, but perform additional analysis on the SIFTFlow dataset since it has a larger number of categories and images. In evaluating image parsing algorithms, there are two metrics that are commonly used: per-pixel and per-category classification rate. The former rates the total proportion of correctly labeled pixels, while the latter indicates the average proportion of correctly labeled pixels in each object category. If the category distribution is uniform, then the two would be the same, but this is not the case for real-world scenes. Note that for all experiments, the $\lambda$ is empirically set as 16 in the contextual smoothing process. $k_m$ and $\tau$ are set as 1000 and 0.3, respectively. In all of our experiments, we use Euclidean distance metric to find the nearest neighbors.

B. Performance on the SIFTFlow Dataset

Comparison of our algorithm with state-of-the-arts Table II reports per-pixel and average per-category rates for image parsing on the SIFTFlow dataset. Even though the nonparametric methods are our main baselines, we still list parametric methods for reference. Our proposed method outperforms the baselines by a remarkable margin. We did not compare our work with [18] and [19] since [18] uses a different set of super-pixel’s features whereas [19] utilizes the extra data to balance the distribution of the categories in the retrieval set. Compared with our initial super-pixel

\(^1\)http://people.csail.mit.edu/celiu/LabelTransfer/LabelTransfer.rar
\(^2\)http://www.umiacs.umd.edu/~ajain/dataset/LabelMesubsetdataset.zip
classification result, the final contextual smoothing improves overall per-pixel rates on the SIFTFlow dataset by about 1.7%. Average per-category rates drop slightly due to the contextual smoothing on some of the smaller classes. Note that Tighe et al. [14] improved [5] by adding extensively multiple detectors (their performance reaches 78.6%). The addition of many object detectors brings a better per-category performance but also increases the processing time since running object detection is very time-consuming. Note that, to train the object detectors, [14] must use extra data. Also, [14] utilizes SVM instead of k-NN as in our work that may bring better classification results, especially for some rare categories. Meanwhile, our proposed method improves [5] with a simpler solution and even achieves a better performance in terms of per-pixel rate (78.9%). Also, our method performs better than [16] which deployed heavily deep learning features.

**Performance of different ks** The impact of different ks is further investigated on the SIFTFlow dataset. In this experiment, the parameter k varies from 1 to 100. LDA and super-pixel matching are utilized in order to keep fair comparison with our adaptive nonparametric method. Table III summarizes the performance of different ks on both per-pixel and per-category criteria. The relationship between per-pixel
Fig. 5. Top 4 exemplar retrieval results of super-pixel matching, global matching [5], and GIST-based matching [4]. (a) Global matching returns “tall building” and “open country” scenes, and GIST-based matching obtains “inside city” and “mountain”. Meanwhile, our method obtains the reasonable images of “urban street”. (b) The “open country” images are retrieved in GIST-based matching and the “sunset coastal” scenes are returned in global matching instead of “highway” as in our method.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Performance</th>
</tr>
</thead>
<tbody>
<tr>
<td>Baseline</td>
<td>76.3 (28.8)</td>
</tr>
<tr>
<td>SuperParsing [5]</td>
<td></td>
</tr>
<tr>
<td>SuperParsing + LDA + Global Matching + (fixed k = 20)</td>
<td>76.4 (31.2)</td>
</tr>
<tr>
<td>SuperParsing + LDA + Super-pixel Matching + (k = 20)</td>
<td>77.8 (33.5)</td>
</tr>
<tr>
<td>SuperParsing + LDA + Super-pixel Matching + Adaptive k</td>
<td>78.9 (34.0)</td>
</tr>
</tbody>
</table>

Table IV: Performance comparison of different settings on the SIFTFlow dataset [4]. Per-pixel classification rates (with per-category rates in parentheses) are presented.

Table V: The evaluation of the relevance of a retrieval set with respect to a query.

<table>
<thead>
<tr>
<th>Retrieval Set Algorithm</th>
<th>NDCG</th>
</tr>
</thead>
<tbody>
<tr>
<td>GIST-based matching [4]</td>
<td>0.83</td>
</tr>
<tr>
<td>Global matching [5]</td>
<td>0.85</td>
</tr>
<tr>
<td>Super-pixel matching</td>
<td>0.88</td>
</tr>
</tbody>
</table>

and per-category of different ks is inconsistent. The smaller ks (≤ 20) tend to achieve a higher per-category whereas the larger ks lean to a higher per-pixel rate. A lower k responds well with rare categories (i.e., boat, pole, bus, etc. as illustrated in Figure 4), thus it leads to improved per-category classification. Meanwhile, a higher k leads to better per-pixel accuracy since it works well for more common categories such as sky, building, and tree. k = 5 yields the largest per-category rate, but its per-pixel performance is much lower than that of k = 40. As a closer look, Figure 4 also shows the details of per-category classification rates of different ks. The smaller ks yield better results on the categories with a small number of samples while the larger ks are sensitive on categories with a large number of samples such as sky, sea, etc. As observed in the same Figure 4, our adaptive nonparametric approach exhibits advantages over smaller and larger ks.

How each new component affects SuperParsing [5] In order to study the impact of each newly proposed component, another experiment is conducted with different configuration settings. Namely, we report the results by incrementally adding LDA, super-pixel matching and adaptive nonparametric super-pixel classification to the traditional nonparametric image parsing pipeline [5], respectively. Keeping the fixed k as 20 and the number of similar images in the retrieval set as 200, as recommended in [5] and adding LDA increase the performance of [5] by a small margin. We observe a large gain by adding super-pixel matching, i.e., 1.4%, in per-pixel rate. Further adding adaptive nonparametric super-pixel classification drastically increases the combination ([5], LDA, super-pixel matching, and fixed k = 20) by 1.1% in per-pixel rate. For comparison, our work improves [5] by 2.6% in terms of per-pixel rate and 5.2% in terms of per-category rate. The results clearly show the efficiency of our proposed super-pixel matching and adaptive nonparametric super-pixel classification. Figure 6 shows the exemplar results of different experimental settings on the SIFTFlow dataset.

How good is the locality-aware retrieval set We evaluate the performance of our retrieval set via Normalized Discounted Cumulative Gain (NDCG) [29] which is commonly used to
Fig. 6. Exemplar results from the SIFTFlow dataset. In (a), the adaptive nonparametric method successfully parses the test image. In (b), the “rock” is classified instead of “river” or “mountain” in other two methods. In (c), our method recovers the “sun” and removes the spurious classification of the sun’s reflection in the water as “sky”. In (d), the labeled “sea” regions in two other methods are recovered as “road”. In (e), some of the trees are recovered in the adaptive nonparametric method. In (f), our method recovers “window” from “door”. Best viewed in color.
evaluate ranking systems. NDCG is defined as follows,

$$NDCG@k_r = \frac{1}{Z} \sum_{i=1}^{k_r} \frac{2^{rel(i) - 1}}{\log(i + 1)},$$  \hspace{0.5cm} (12)$$

where $rel(\cdot)$ is a binary value indicating whether the scene of the returned image is relevant (with value 1) or irrelevant (with value 0) to the one of the query image, and $Z$ is a constant to normalize the calculated score. Recall that $k_r$ is the number of returned images from locality-aware retrieval set to ensure the fair comparison. As shown in Table V, our super-pixel matching outperforms other baselines, namely, GIST-based matching and global matching in terms of NDCG. Figure 5 also demonstrates the good results of our locality-aware retrieval set.

### C. Performance on 19-Category LabelMe Dataset

Table VII shows the performance of our work compared with other baselines on the 19-Category LabelMe dataset. Our final adaptive nonparametric method on this dataset achieves 82.7%, surpassing all state-of-the-art performances. For the adaptive nonparametric method, our result has surpassed the one of Myeong et al. [6] by a large margin. Compared with the parametric method [30], our work improves by 7.1%. Some exemplar results on this dataset are shown in Figure 7.
IV. CONCLUSIONS AND FUTURE WORK

This paper has presented a novel approach to image parsing that can take advantage of adaptive nonparametric super-pixel classification. To the best of our knowledge, we are the first ones to exploit the locality-aware retrieval set and adaptive nonparametric super-pixel classification in image parsing. Extensive experimental results have clearly demonstrated the proposed method can achieve the state-of-the-art performance on diverse and challenging image parsing datasets.

For future work, we are interested in exploring possible extensions to improve the performance. For example, the combination weight of different types of features can be learned. Another possible extension is to elegantly transfer the insignificant number of super-pixels of each image make the proposed method can achieve the state-of-the-art performance on large-scale matching. These coding methods and human fixation prediction will be considered for building a practical system in the future.
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