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A B S T R A C T   

The Theory of Technology Dominance (TTD) provides a theoretical foundation for understanding 
how intelligent systems impact human decision-making. The theory has three phases with 
propositions related to (1) the foundations of reliance, (2) short-term effects on novice versus 
expert decision-making, and (3) long-term epistemological effects related to individual deskilling 
and profession-wide stagnation. In this theory paper, we propose an extension of TTD, that we 
refer to as TTD2, primarily to increase our theoretical understanding of how, why, and when the 
short-term and long-term effects on decision-making occur and why advances in technology 
design have exacerbated some weaknesses and eroded some benefits. Recently, researchers have 
called for reconsideration of how we design intelligent systems to mitigate the detrimental effects 
of technology; in TTD2 we provide a theory-based understanding for capturing the complexity 
underlying the occurrence of the effects.   

1. Introduction 

In many respects, the recent advances in AI-based intelligent systems1 to support knowledge work are viewed as new and novel. 
Yet, as we emerge from what some perceive as the “AI winter” (the period when AI seemed to stall) (Susskind and Susskind, 2016; 
Sutton et al., 2016), the functional nature of those systems lives on and are rapidly expanding (Jasimuddin et al., 2012; Susskind and 
Susskind, 2016). A mid-1980 s definition of expert systems focused on “the use of computer technology to make scarce… expertise and 
knowledge more widely available and more easily accessible” (Susskind and Susskind, 2016, 184). Using this functional definition, the 
progress to date can and should be regarded more favorably. Contemporary systems use different forms of knowledge representation, 
but the functional definition is the same and the goal is the same—distribute scarce expertise and knowledge through the best available 
techniques that leverage the ever-increasing power of the computer (Susskind and Susskind, 2016). 

The Theory of Technology Dominance (TTD) was developed in this earlier time of AI-based intelligent systems to provide a theory 
for understanding the conditions under which professional knowledge-workers with various skill levels were willing/unwilling to rely 
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E-mail address: sgsutton@ucf.edu (S.G. Sutton).   

1 Intelligent Systems is the generalized term used for a myriad of systems that integrate artificial intelligence (AI) techniques to provide intelligent 
advice/guidance to users. These systems cover a range of applications and terminology, including among others: expert systems, knowledge-based 
systems, knowledge management systems, intelligent decision aids, intelligent decision support systems, AI-based data analytics, and the arena of 
algorithmic decision-making. 
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on intelligent systems, and for understanding the short-term implications for decision success/failure along with potential long-term 
negative effects on users’ decision-making capabilities (Arnold and Sutton, 1998). The theory endeavored to understand why the major 
professional services firms, that only a decade earlier, were espousing intelligent systems as a vital component of reducing labor costs 
and sharing expertise had all but abandoned their efforts to develop and deploy such systems (Elliott and Jacobson, 1987; Willingham 
and Ribar, 1988; Susskind and Susskind, 2016). Arnold and Sutton (1998) sought to explain both why intelligent systems had such 
limited success and how might intelligent systems be more effectively deployed in knowledge work environments. The theory sets 
forth a series of propositions to explain conditions under which professional knowledge workers would rely on these intelligent 
systems and predict when success/failure was likely to occur from knowledge worker reliance. Much of the research testing the theory 
has focused on existence of detrimental impacts on decisions and associated deskilling effects (Triki and Weisner, 2014). 

Knowing the conditions under which these deleterious effects occur enables efforts to develop avoidance techniques, but do not 
necessarily provide insight on designing systems that eliminate the issues. Balasubramanian et al. (2017) argue that we know tech-
nology dominance and other associated deleterious effects exist, and researchers should shift their efforts toward designing systems 
that mitigate these effects. Unfortunately, many of Balasubramanian et al.’s (2017) identified suggestions (e.g. slowing technology so 
users ponder tasks more) are not feasible in professional knowledge work situations that focus on efficient work processes. Asatiani 
et al. (2019) approach these concerns with a focus on productive knowledge work and leverage three organizational case studies on 
automation tool use and associated impacts on distributed cognition along with associated deskilling effects to develop recommen-
dations for rethinking intelligent systems’ design. These recommendations recognize the need for distributed cognition between 
humans and systems, and the need to keep the human involved even as digitization leads to more automated processes replacing much 
of the mundane task completion. The recommendations also elucidate our limited understanding of the underlying cognitive processes 
that lead to technology dominance and the inherent deskilling effects. While Asatiani et al. (2019) reiterate that these negative 
phenomena occur, a good theoretical understanding of how and why interactions with intelligent systems lead to deleterious effects on 
human expertise is lacking; this understanding seems necessary to effectively implement intelligent systems that address technology 
dominance concerns (Sutton et al., 2016, 2018). 

The purpose of this theory extension is to explore the cognitive processes that can cause technology dominance to occur and to 
understand how and why deskilling invariably occurs with the prolonged use of intelligent systems in professional knowledge work 
environments. TTD has proven quite robust across research studies in multiple domains, but as Balasubramanian et al. (2017) and 
Asatiani et al. (2019) note, there is a need to go beyond knowing technology dominance and deskilling occur in order to gain a better 
understanding of how and why these phenomena occur and a better theoretical basis for mitigating such effects. As Demetis and Lee 
(2018) argue, we need to consider that technology is increasingly becoming the center point and the human is the agent of the system. 
But to grasp that relationship, we need a better understanding of “How does technology subvert and subdue human decisions?” (p. 
930). Schuetz and Venkatesh (2020) highlight the need for new theories addressing this migration from technology being the artifact of 
the human, a tool that the human uses, to an understanding of how technology can be the center and the human the artifact used by the 
technology. Past research on TTD highlights the deleterious effects on short-term decision-making and user expertise that can arise 
when technology subverts and subdues human decision-making (Triki and Weisner 2014). We develop an extended model of TTD that 
integrates literature across numerous research disciplines (e.g., auditing, human factors/ergonomics, information systems, insolvency, 
medicine, neuroscience, psychology) to provide a deep exploration of the underlying causes of technology dominance and to better 
understand why certain technology characteristics and constructions exacerbate the problems. We propose an extended theory, 
referred to as TTD2, which provides a foundation for exploring the underlying causes and creates a theory-based vision for systems 
design that might counteract these underlying deleterious effects through new specifications of constructs and methods. 

While TTD has been applied to several knowledge-work domains, the primary focus of the theory has always been on the pro-
fessions (Arnold and Sutton, 1998). The focus on the professions comes from the core environment promoting the development of 
expertise among its members, the formation of firms of professionals that provide a cost-effective environment for the development of 
advanced AI-based intelligent systems, and the ability of such firms to provide barriers of entry to competitors. The most common of 
these professional firms exist in auditing, consulting, engineering, insolvency, law, medicine, and tax advising (Susskind and Susskind, 
2016). Amidst the current wave of digitization across all types of businesses, the professions are rapidly adopting intelligent systems 
that are radically reshaping the way decisions are made, using paraprofessional models that match novices with intelligent systems, 
and reimagining how their services can be delivered (Susskind and Susskind, 2016). However, the professions are also changing how 
these systems are deployed and used. TTD was based on standalone intelligent systems that were largely available to users with experts 
having the choice to adapt and rely. Contemporary intelligent systems are much more likely to be embedded in workflow process 
technologies (e.g., Dowling and Leech 2014) with required use (not necessarily reliance) to meet process standardization objectives (e. 
g., Dowling et al. 2018). As such, the complexity of interrelationships increase not only from the expertise of the user as captured in 
TTD, but also from variations in systems design and decision contexts. 

TTD2 focuses on three higher level attributes (explanatory factors) (Furnari et al. 2021) that interact—decision-maker (novice vs. 
expert), system design (restrictiveness, transparency, collaborative vs. adaptive), and decision context (experience with system, 
pressure, complexity, repetitiveness). TTD2 captures the variations in these configurations and supports the propositions in TTD, but 
also explain how systems of interacting parts create differing outcomes and why alternative configurations lead to quite different 
behaviors and outcomes (Burton-Jones et al. 2015). 

The following sections of the paper systematically address the three phases of TTD: reliance/non-reliance, short-term decision 
effects, and long-term deskilling and epistemological stagnation. Phase I of TTD relates to reliance/non-reliance on intelligent systems, 
addressing a precursor to Technology Dominance—dominance only occurs if a user relies on the system. The four propositions un-
derlying reliance in TTD have proven quite robust; and, in our formulation of TTD2, the changes to these four propositions are minor 
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and are designed to primarily address terminology issues that have arisen in the related research. However, TTD2 also recognizes that 
as the user gains experience with the system, configurations of subsets of the four constructs can determine outcomes without all four 
necessarily exhibiting strong influence in the reliance decision. The primary extensions of TTD are presented in the subsequent two 
phases which are the “technology dominance” portion of the theory, with particular interest in how varying configurations of the 
decision-maker, system design, and decision context interact to create different outcomes. Phase II explores in greater depth the 
theoretical foundations for how and why technology dominance persists in decision-makers’ judgments to provide a better theoretical 
understanding of the underlying nature, causes, and effects on professional decision-making. Phase III focuses on the long-term effects 
of technology dominance and explores in greater depth the theoretical foundations underlying the occurrence of deskilling and extends 
the theoretical understanding of how and why intelligent systems designs exacerbate these problems. 

2. Developing an extended theory of technology dominance (TTD2) 

A systems approach to theorization focuses on interactions between a system and its environment, and the interactions among the 
parts within. This focus captures the feedback loops over time that impact how systems and their environment evolve (Burton-Jones 
et al. 2015). Over time, these evolutions alter relationships between components. In turn this can lead to different configurations of 
explanatory factors resulting in similar outcomes. In addition, external environmental influences may alter the interactions between 
these explanatory factors. The goal of our theorization is to explain how and why explanatory factors representing the primary 
alternative values of key attributes combine to bring about certain outcomes. 

To better understand how and why technology dominance effects persist, an exploration of the related literature was undertaken. 
From a TTD perspective, researchers in many disciplines (e.g. auditing, human/factors and ergonomics, insolvency, medicine, 
neuroscience, psychology) have been exploring a similar set of cognitive processing issues from multiple perspectives. TTD2 is 
enriched by drawing from all these disciplines and is the product of a literature/theory review across the multiple disciplines to 
develop a cohesive model. This search began with a review of all citations of the original TTD paper, branching out to the key relevant 
theories integrated by researchers into TTD for specific studies, and a similar branching analysis from the Sparrow et al. (2011) Science 
paper on the “Google Effect”. Given that expertise is at the heart of TTD’s propositions, we also conducted a detailed exploration of the 
contemporary expertise literature to develop a strong understanding of the various schools of thought on how expertise is developed 
and the key cognitive components that must come together to develop expertise. 

At the same time, it is important to be cognizant of the multifariousness that evolves from too many theories being integrated. 
Thatcher and Fisher (2022) discuss the value of synthesizing divergent literatures and theory into new theory but note that this process 
can be very difficult. They recommend limiting the number of theories to what seems to be a ‘sweet spot’ between two and four theories 
or streams of related research. In developing TTD2, we kept this objective in mind to limit the amount of undue thickness, but also 
achieve a robust and broad theorization that captures the key logics (Furnari et al. 2021) that exist within the scope of TTD. 

An overall summary of TTD2 is presented in Fig. 1 and discussed in detail over the following sections. The original theory is 
represented by shaded components of the diagram. The extensions put forth in TTD2 come from three perspectives: (1) the interactive 
effects of intelligent systems and novice users, (2) the interactive effects of intelligent systems and expert users, and (3) the interactive 
effect of contemporary professional firms’ adoption of intelligent systems and the nature of epistemological growth within the pro-
fessional domain. Each aspect is set forth in Phase II and Phase III, but first we review the reliance portion of the theory (Phase I) which 
is a necessary precursor to the technology dominance portions of the theory coming to fruition. 

3. PHASE I: The reliance model 

The reliance portion of TTD (and TTD2) consists of four propositions (see Table 1); while that represents half of the propositions, 
reliance itself is not a part of technology dominance. Rather, reliance is a necessary pre-condition for dominance to occur. There is 
greater pressure for reliance in the contemporary knowledge work environment as increasingly professional firms mandate usage of 
specific intelligent systems during performance of work tasks (Dowling and Leech, 2014; Dowling et al., 2018; Boland et al., 2019). 
However, reliance is key in that it is not a dichotomous decision, but rather a continuum. Within the context of TTD, reliance is defined 
as the user’s incorporation of the intelligent system’s processes and outputs when formulating their own decision—the system becomes 
part of the decision-making process and exerts influence on decision outcomes.2 Accordingly, the basic assumption is that the user/ 
system decision process must be interactive, a human–computer dyad. In TTD, the computer is referred to as the ‘electronic colleague’ 
where there is an assumption that each will take part in the collaborative decision-making process (Arnold and Sutton, 1998). 

While the four reliance propositions in TTD are intended to work simultaneously and are necessary for reliance to occur in expert 
decision-makers, Hampton (2005) is the only experimental study that has tested all four propositions simultaneously and Goddard 
et al. (2014) is the only other to test at least three, likely because of the experimental complexity and number of participants required. 
Both studies find strong support for the propositions except for familiarity. All participants assessed familiarity as ‘high’ and the lack of 
deviation in responses prevented analysis of this dimension. Williams (2020) does test the full reliance model through archival decision 

2 Note that the focus on reliance is about the incorporation of intelligent systems’ processes and outcomes into a knowledge worker’s judgment 
and decision processes, a very specialized and parsimonious theorization. This is quite different from the generalized concepts of technology 
acceptance and use that focus on the willingness to adopt and use an available technology, particularly commercially available applications. There 
are very robust models that effectively capture this phenomenon (Blut et al., 2022; Hardin et al., 2022). 
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data and the results provide strong support for all dimensions of the reliance model.3 

More commonly, studies use one or two of the propositions in more targeted studies of reliance and with a focus on extending or 
clarifying the four propositions. Several of these studies have importance to understanding TTD’s reliance model. For instance, Jensen 
et al. (2010) found that novices relied on an intelligent decision aid much more than experts, but that experts did rely to some degree. 

Fig. 1. The Theory of Technology Dominance Extended—TTD2.  

3 Williams (2020) examined over 100,000 credit risk assessments and while they did not measure task complexity, they measured decision aid 
complexity by the number of information cues used in the assessment algorithm. Decision aid complexity could arguably be perceived as a measure 
of task complexity given the cues used in the algorithm should be an indicator of the complexity of the task being performed. 
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Table 1 
Comparison of Propositions from TTD1 and. TTD 2.  

TTD1 Propositions TTD2 Propositions 

Phase I: The Reliance Model 
Proposition 1: When users have a low to moderate level of experience, there is a 

negative relationship between task experience and reliance on a decision 
aid. 

Proposition 1: When users have a low to moderate level of expertise, task expertise 
and reliance on intelligent systems are negatively related. 

Proposition 2: There is a positive relationship between task complexity and 
reliance on a decision aid. 

Proposition 2: When users have a moderate to high level of expertise, task 
complexity and reliance on intelligent system are positively related. 

Proposition 3: When task experience and perceived task complexity are high, 
there is a positive relationship between decision aid familiarity and 
reliance on the decision aid. 

Proposition 3: When users have a moderate to high level of expertise and 
perceived task complexity is high, familiarity with an intelligent system and 
reliance on an intelligent system are positively related. 

Proposition 4: When task experience and perceived task complexity are high, 
there is a positive relationship between cognitive fit and reliance on the 
decision aid. 

Proposition 4: When users have a moderate to high level of expertise, familiarity 
with an intelligent system and perceived task complexity is high, cognitive 
congruence and reliance on an intelligent system are positively related. 

Phase II: Short-Term Technology Dominance Effects 
Proposition 5: When the expertise of the user and intelligent system are 

mismatched, there is a negative relationship between the user’s expertise 
level and the risk of poor decision-making. 

Proposition 5: When the expertise of the user and an intelligent system are 
mismatched, the user’s expertise level and the risk of poor decision-making are 
negatively related. 
Proposition 5a: Novices will develop ineffective TMS when engaging with 
intelligent systems leading to increased risk of poor decision-making. 
Proposition 5b: Novices will expend more cognitive effort on completing system 
tasks than on underlying decision-making processes. 
Proposition 5c: As more effort is focused on completing tasks, novices will 
succumb to attentional biases that increase complacency and/or commission/ 
omission errors. 
Proposition 5d: Novices will increasingly mis-calibrate their knowledge and skills 
when using intelligent systems. 
Proposition 5e: As system restrictiveness in guiding user activity increases, 
novices will increasingly focus on task completion. 
Proposition 5f: As system restrictiveness in guiding user activity increases, novices 
will increasingly activate surface-level knowledge. 
Proposition 5g: Novices will use surface-level as opposed to deep-knowledge 
structures when using intelligent systems. 

Proposition 6: When the expertise level of the user and intelligent systems 
match, there is a positive relationship between reliance on the aid and 
improved decision-making.  

Proposition 6: When the expertise level of the user and intelligent system match, 
reliance and improved decision-making are positively related. 
Proposition 6a: As the collaborative design of an intelligent system increases, 
reliance and an expert’s decision quality will be positively related. 
Proposition 6b: As the collaborative design of an intelligent system increases, an 
expert user’s engagement with and reliance on the system will increase. 
Proposition 6c: The greater the transparency in how systems use information to 
generate decision recommendations, the better the collaborative relationship 
with expert decision-makers. 
Proposition 6d: Adaptive systems allowing expert users to opt in/out of 
collaboration when they trust the system may have short-term benefits, but over 
time experts will stop participating. 
Proposition 6e: Extended skill layoffs from experts opting out of collaboration on 
system supported decisions increasingly place the expert at a more novice level, 
increasing susceptibility to concerns raised with novice decision-maker use of 
intelligent systems. 

Phase III: Long-Term Technology Dominance Effects 
Proposition 7: There is a positive relationship between continued use of an 

intelligent decision aid and the de-skilling of auditors’ abilities for the 
domain in which the aid is used. 

Proposition 7: Continued use of intelligent systems and de-skilling of 
professionals’ abilities for the domain in which the systems are used are 
positively related. 
Proposition 7a: The more that intelligent systems allow novices to focus purely on 
production activities, the poorer the knowledge structures that will be developed 
by novice users. 
Proposition 7b: The more that intelligent systems allow experts to have skill- 
layoffs, the greater the likelihood of attrition of users’ expertise. 
Proposition 7c: The less transparent that intelligent systems are in providing 
experts with an understanding of how information is used in decision processes, 
the greater the risk of deskilling expert users. 
Proposition 7d: The more that intelligent systems are designed to communicate 
structural pattern data, the better the knowledge structures that will be 
developed by novice users. 
Proposition 7e: The use of unexplainable artificial intelligence techniques in an 
intelligent system supporting experts will increase the risk of deskilling expert 
users. 

Proposition 8: There is a negative relationship between the broad-based, long- 
term use of an intelligent decision aid in a given problem domain and the 
growth in knowledge and advancement of the domain. 

Proposition 8: Broad-based, long-term use of intelligent systems in a given 
problem domain and the growth in knowledge and advancement of the domain 
are negatively related. 

(continued on next page) 
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Surprisingly, however, they found no evidence that the experts pursued information available in the intelligent system that would 
provide clarity on the strategies used and allow the experienced user to establish cognitive fit. The results suggest that improving 
transparency in intelligent systems’ design should be carefully considered. 

Al-Natour et al. (2008) capture a perhaps more salient concern with the cognitive fit dimension of the theory. In TTD, cognitive fit is 
defined as “the degree to which the cognitive processes used with the decision aid to complete or solve a task match the cognitive 
processes normally used by an [expert] decision-maker” (Arnold and Sutton, 1998). There is an inherent assumption in this definition 
that an expert will know the optimal match between decision strategy and successful decision outcome. However, most TTD studies 
have used experienced decision-makers that are generally not considered experts. While the theory holds, it also suggests that this 
optimization will not always be identified by the user. As such, this matching of experienced users with the processes used by the 
intelligent system will likely fall short of Vessey’s (1991) established definition of cognitive fit requiring that the actual optimal de-
cision model be incorporated into the intelligent system. Al-Natour et al. (2008) avoid relying on cognitive fit with this disconnect, and 
instead focus on “perceived decision process similarity” and “perceived decision outcome similarity” which are assessments by the user 
based on the congruence between the intelligent system and their own preferred assessment approach. We view this construct as more 
accurately depicted as cognitive congruence, a condition where the schema of the user matches the schema of the collective, which in 
this case is embodied in the intelligent system. This match is critical to establish cognitive congruence (Merali, 2000). This is encoded in 
TTD2 through a revision of proposition #4 focusing on congruence versus fit (see Table 1 and Fig. 2). 

Propositions 1–4 are slightly refined in TTD2 and are presented in Table 1, with the following refined definitions also being key to 
interpretation of the model constructs in Fig. 2. 

reliance = ƒ (task expertise, task complexity, decision aid familiarity, cognitive congruence) 
where: 
reliance is the incorporation of an intelligent system into the judgment and decision-making process, such that the system’s pro-

cesses and outputs are considered when formulating one’s own decision, 
expertise is the level of expertise (ranging from novice to expert) that a decision-maker has with respect to completion of a given 

decision task and the degree to which the decision-maker has formed strategies for completing or solving the task, 
task complexity is the degree to which task completion or resolution taxes the cognitive abilities of the decision-maker, 
familiarity is the degree to which a user is comfortable with a given decision aid based on prior experience and/or training in using 

the given decision aid (or similar), and 
cognitive congruence is the degree to which the cognitive processes used by the intelligent decision aid to complete or solve a task 

match the cognitive processes that the user would perceive to be normally used by an expert decision-maker. 
Fig. 2 is intended to highlight the decision nature of each dimension of reliance with differential effects from high or low levels of 

the constructs of interest. The diagram has often been interpreted as a process model requiring dependencies among these conditions, 
but reliance is a function of the four constructs that will differ under varying conditions. This form of the reliance model should be 
viewed as the configuration of the key explanatory factors that exists during the initial stages of an experienced user’s decision whether 
to rely on an intelligent system. Under repeated use, an experienced decision-maker may balance the complexity of the decision task 
with their familiarity and comfort with the cognitive congruence of the system in deciding whether to rely. 

Reciprocal relationships (i.e., feedback) are common in IT environments as experience with a system generally induces a reaction 
such as a change in behavior (Burton-Jones et al. 2015). This change in behavior should be expected in the reliance on an intelligent 
system as reflected in Fig. 3. A system where the user has a poor experience with the success of the system will almost always lead to a 
somewhat permanent non-reliance (Jussupow et al., 2020). However, success with the system may lead to several different paths to 
reliance. 

One key organizational constraint that has altered the environment around the use and reliance on intelligent systems is the recent 
emphasis on mandatory use within professional firms (e.g., Dowling and Leech 2014; Dowling et al. 2018). As noted earlier, mandatory 
use does not necessarily translate to reliance. Mandatory use does lead to experience with the system, generally easing the cognitive 
effort required to use the system and increasing familiarity with the systems performance outcomes. This experience will likely alter 
the reliance model that reflects initial use and reliance (Arnold and Sutton 1998). For instance, Filiz et al. (2021) document how 
repeated use of an algorithm for stock price prediction for increases/decreases that was only 70% effective was initially ignored by 
expert users—until they figured out the system was consistently outperforming them. With the performance experience, cognitive 
congruence became unimportant; the reliance decision was consistent based on the high level of task complexity and familiarity with 
the systems success. 

A significant change in systems design also has implications for reliance. As discussed later in sections 4.2 and 5.1, as the 

Table 1 (continued ) 

TTD1 Propositions TTD2 Propositions 

Proposition 8a: Human discourse on improvement and evolution of a profession 
will stagnate in the presence of prolonged use of intelligent systems. 
Proposition 8b: The more predominant intelligent systems become in a profession, 
the greater the deprofessionalization. 
Proposition 8c: Use of intelligent systems in a profession may trigger 
epistemological change through advances in design theory and innovative 
techniques.  
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ramifications on expert performance and deskilling are considered, an emphasis on adaptive systems that allow the expert user to 
either engage in a decision process or to let the system take control has generally become the advocated form of design (Parasuraman 
and Wickens, 2008). However, as users become more familiar and more comfortable with the system’s performance, users will 
increasingly choose not to participate (Hancock, 2014). Familiarity becomes dominant and can induce a state of mindlessness where 
the user simply relies as a cognitive effort reducing mechanism (Butler and Gray, 2006; Langer, 2014), regardless of the other reliance 
factors. This type of reliance context is most likely to occur when the decision task is a common occurrence for the user, thus being at 
least somewhat repetitive. The aforementioned configurations of the reliance factors serve to highlight the role of feedback from 
systems experience on the reliance model. The important aspect to recognize is that experience with an intelligent system can alter how 
reliance occurs and that the environment and decision context within which systems are deployed and the design characteristics of the 
system should be considered when studying reliance where an intelligent system has been in use for an extended time period. 

3.1. Algorithm Aversion/Appreciation 

We feel it is prudent to briefly address the psychology theory around algorithm aversion and algorithm appreciation that has 
recently arisen. For many long-term researchers in intelligent systems and artificial intelligence, these issues are viewed as ‘old wine in 
new bottles’ as the research of the 1980s and 1990s reappear as new (see Brown and Eining, 1997; Rose, 2002). However, algorithm 
aversion has captured the imagination of researchers and become a bit of popular culture and business press folklore (Frick, 2015; 
Harrell, 2016; Logg et al., 2019). Herein, we choose to focus on commonalities with TTD and what TTD has to offer the research 
stream. The old wine appears to have aged well. 

Algorithm aversion (Dietvorst et al., 2015) and algorithm appreciation (Logg et al., 2019) can be viewed as lying on the non- 
reliance/reliance continuum respectively. The dimension that is most different in the discourse is perhaps the focus on choosing 
algorithmic advice versus human advice and that aspect is outside of TTD. TTD works under the assumption that most knowledge 
workers in professional firms are presented with an intelligent system to assist them in their work and that system becomes an 
‘electronic colleague’ as a replacement colleague, not as an optional other. This is consistent with the research on established audit 
practice implementations through audit support systems with embedded intelligent components (Dowling and Leech, 2014; Dowling 

Fig. 2. The Reliance Model. Source: Arnold and Sutton, 1998.  

Fig. 3. Configurational Reliance Model.  

S.G. Sutton et al.                                                                                                                                                                                                       



International Journal of Accounting Information Systems 50 (2023) 100626

8

et al., 2018; Boland et al., 2019). 
Dietvorst et al. (2015) are generally credited with coining the term ‘algorithm aversion’ (Logg et al., 2019). However, even Die-

tvorst et al. (2016) quickly followed with evidence that if you let people interact with algorithms, even if the user’s input is limited by 
the system, algorithm aversion dissipates. In knowledge work environments, such systems are almost always interactive and the 
literature on TTD has focused on interactive systems (Triki and Weisner, 2014) and emphasized use of collaborative systems (Arnold 
and Sutton, 1998; Sutton et al., 2021). Absent this interactive nature and the ability of the user to contribute to the decision-making 
process, an expert user faces limited familiarity and unknown cognitive congruence. Need for cognitive congruence when working with 
data analytics, a common form of algorithmic decision-making studied in the knowledge work arena, provides a probable explanation 
for the findings in Koreff (2022) where experienced auditors show a preference for different types of analytics based on whether 
financial or non-financial information is being analyzed. 

Logg et al. (2019) argue that algorithm aversion is a rare event—most people prefer algorithms and exhibit algorithm appreciation. 
Among their experiments, they specifically consider the ingrained nature of algorithm aversion lore among researchers. When aca-
demic researchers were asked to predict the results of their experiments, they consistently (over 85%) believed the results would show 
aversion when in fact the results indicated appreciation. Through a series of seven experiments, Logg et al. (2019) systematically 
examine the attributes that differentiate between aversion and appreciation outcomes. They found that regardless the level of 
subjectivity of the decision and the nature of the competing advice, participants consistently demonstrated algorithm apprecia-
tion—unless they were experienced professional decision-makers (consistent with Proposition 1 of expertise effects on reliance). Other 
evidence, however, suggests that aversion is diminished as a user gains experience with an algorithm. As noted earlier, Filiz et al. 
(2021) found that using an algorithm for stock price increase/decrease that is 70% effective, participants in repeated trials learned that 
the algorithm was better performing than they were and quickly adopted the algorithms. This again seems consistent with TTD’s view 
that familiarity and task complexity will influence reliance. 

The algorithm aversion/appreciation literature is relatively new in its development. Over time, as more studies are conducted, a 
clearer picture is likely to evolve—although theoretically there is certainly an argument that the findings should not be much different 
than the earlier intelligent systems and artificial intelligence findings (Rose, 2002; Susskind and Susskind, 2016). Jussupow et al. 
(2020) synthesize the research to date to find patterns in the results and formulate preliminary propositions. Expertise is a significant 
determinant with more experienced decision-makers being less likely to exhibit appreciation. Decision-makers exhibit less appreci-
ation for performative algorithms than they do advisory algorithms (which are most likely to be used in professional knowledge work 
settings). Experience with the algorithm that yields performance enhancements over the human decision-maker alone leads to 
appreciation (familiarity). This performance accomplishment over time further enhances appreciation as the decision-maker views the 
algorithm as capable of performing the task (cognitive congruence). Jussupow et al. (2020) also address dimensions that would be 
outside the purview of TTD: if a human is involved in the development of an algorithm there is more appreciation; and, the greater the 
social distance from a human alternative, the more likely individuals are to choose the human over the algorithm. 

4. PHASE II: Short-term technology dominance effects 

TTD is a theory about the strong role that technology plays when humans are matched with intelligent systems. Accordingly, the 
dominance portion of the theory has drawn attention of researchers who have unveiled the presence of technology dominance across 
multiple knowledge work domains. Two related propositions in the original TTD differentiate between the expected impacts of 
intelligent systems on novice versus expert users4: 

Proposition 5: When the expertise of the user and an intelligent system are mismatched, the user’s expertise level and the risk of poor 
decision-making are negatively related. 

Proposition 6: When the expertise level of the user and intelligent system match, reliance and improved decision-making are 
positively related. 

Arnold and Sutton (1998) theorize the concerns over novice use of intelligent systems arise from the inevitable focus on the 
business benefit of intelligent systems in capturing large knowledge bases of complex information and highly subjective relationships 
(i.e., expertise)—the type of knowledge base (expertise) that novices desire to attain, but do not cognitively possess. When these 
systems are put in the hands of novices, the reliability of the system is in part based on the reliability of the inputs to the system—the 
data gathering and interpretation that must be completed by the novice user. Further, when the advice/output of the system is 
received, the novice user does not have the requisite knowledge to consider the reasonableness of the intelligent system’s response. In 
the past, this has largely been written off as overreliance, a broad, general category of decision behavior. 

Arnold and Sutton (1998) theorize that optimal outcomes are more likely to occur when experts as opposed to novices use an 
intelligent system (Proposition 6). This assumes collaborative systems’ design where the system and expert user will trade control of 
the decision process, each providing input and direction while the human maintains some level of control of the decision process. 
Arnold and Sutton (1998) advocate the electronic colleague model whereas the relationship mimics how two human experts interact, 
share perspectives, and provide different knowledge and recommendations. Past research indicates that dyads make better decisions 
than individuals (Trotman et al., 1983). The concept builds off work in the design of intelligent systems that focus on constructive 
dialogue to engage the user in the decision-making process (Eining et al., 1997; Arnold and Sutton, 1998). This focus on the electronic 

4 Note that both propositions are premised on the assumption of reliance on the intelligent system by the novice/expert user. Thus, as noted in the 
discussion of Phase I, reliance is a necessary precursor for Propositions 5 and 6 to occur. 
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colleague is viewed as improving decision outcomes through the collaborative nature of the interaction and avoids the negative effects 
identified when either the computer or the human dominates the decision process (Hale and Kasper, 1989). 

These aspects of the theory have held well in testing across multiple domains, although recently we see more questionable results 
with Proposition #6, which as we will discuss, appear to arise from the failure to use collaborative decision models. For example, in the 
tax compliance arena, we find that novices make detrimental decisions when facing certain system prompts whereas more experienced 
decision-makers digest the prompts, but do not overreact (Masselli et al., 2002; Noga and Arnold, 2002). Similarly, a study of 
insolvency (bankruptcy) professionals found that an intelligent system leads to overreaction and greater decision bias in novices, while 
experts used the collaboration and advice to temper normally existing decision biases (Arnold et al., 2004). Seow (2011) showed 
systems that provided greater guidance in an internal control assessment task led to novice users missing control weaknesses un-
identified by the system as compared to novices required to explore on their own. In a study of physicians using a system to facilitate 
patient diagnosis, physicians were found to abandon their own diagnoses if it was not one of the options proposed by the intelligent 
system even though in 5.2% of total cases their abandoned diagnoses were correct (although the more experienced physicians were less 
affected) (Goddard et al., 2014). Wortmann (2019) found that marketing innovation was stymied by an intelligent system designed to 
use data analytics to enhance innovation as the marketers relented purely to system-identified innovations. In a corporate finance 
environment, when a new system was put in place to perform fixed assets management and associated corporate tax compliance only 
to be discontinued a few years later, the people who had performed the task were no longer able to perform it on their own (Rinta- 
Kahila, 2018; Rinta-Kahila et al., 2018; Asatiani et al., 2019). Finally, in a qualitative study of financial statement auditors looking at 
junior auditors’ use of data analytic tools embedded in firm audit support systems, the junior auditors admitted that they really did not 
know what they were doing when they completed automated tasks in the system (Stensjö, 2020). In short, across a range of knowledge 
work domains, the existence of technology dominance appears present. 

While the observance of technology dominance seems widespread, we have limited theoretical understanding as to the underlying 
nature, causes, and effects of these dominance influences. As argued by Balasubramanian et al. (2017), technology dominance and 
other related deleterious effects are prevalent, and research should shift to understanding why they occur so that we can design systems 
in a manner to mitigate the negative consequences on users. In the following sections, we extend TTD to incorporate an array of 
contributing effects to better understand the nature of these effects. 

4.1. Novice overreliance 

There are two parallel streams of research that provide insights in explaining why technology dominance occurs in novices. 
Automation bias arose in the human factors/ergonomics literature around the same time that TTD appeared in the accounting and 
information systems literatures. Automation bias focuses on how the availability of automated decision aids feeds a human tendency to 
exert less cognitive effort, with the decision aid becoming a heuristic replacement for vigilant information seeking and processing 
(Mosier and Skitka, 1999). More recently, a Science paper on the “Google Effect” that posits individuals no longer store information in 
their brain, but simply remember where they found it (Sparrow et al., 2011), has spurred research across a number of domains. This 
research has spurred interest from neuroscientists, psychologists working in the domain of transactive memory systems (TMS), and 
human factors/ergonomics. The fascination with Sparrow et al.’s (2011) research is perhaps best summed up by Hancock (2014) who 
states the question as, “Can technology induce stupidity?” TTD would suggest the answer is ‘yes’, but that answer is elaborated upon in 
the following discussion. 

Automation bias is concerned with the general observation that there is something about technology that causes people to be less 
vigilant (Mosier and Skitka, 1999), promoting a form of mindlessness in the systems user (Langer, 1992; 2014; Butler and Gray, 2006). 
The absence of vigilant information seeking and processing normally expected of decision-makers when they are not using a decision 
aid escalates the occurrence of two types of errors (i.e., attentional biases): omission errors and commission errors. Omission errors are 
the failure to respond to system irregularities or events when automated systems fail to detect or indicate them (Mosier and Skitka, 
1999). Seow’s (2011) study where users failed to internal control weaknesses that were not specifically prompted by the decision aid is 
one example of this form of error. Commission errors occur when individuals incorrectly follow automated directives or recommen-
dations without verifying them against other information or despite a contradictory source of information (Mosier and Skitka, 1999). 
The ingrained action orientation of automated monitoring aids is a major driver of commission errors. The example commonly 
referenced for commission errors is the heavy tendency for airplane pilots to respond to a cockpit warning system without analyzing 
the available instrumentation readings to fully understand if there is an issue, and what is the issue (Bahner et al., 2008). 

Seow’s (2011) study focuses on the nature of systems and the effect of systems design on the likelihood of commission errors. 
Participants used one of two systems, the first system requiring the user to systematically respond to the presence/absence of a set of 
controls (a restrictive design that forces the user through a specified analysis process) versus a system that provided a similar list of 
controls but allowed the user to openly list strengths and weaknesses. Users of the more restrictive system were much more susceptible 
to omission errors. Yet, these restrictive systems are the type of systems that are increasingly prevalent in knowledge worker envi-
ronments (Dowling and Leech, 2007, 2014; Dowling et al., 2008). In their analysis of user experiences with a newly implemented 
restrictive system by a major audit firm, Dowling and Leech (2014) note that novice-level auditors felt they were better auditors 
because of the ease in which they could complete tasks compared to their predecessors. This is not surprising as research indicates that 
novice users prefer restrictive systems that lead them through decision tasks (Malaescu and Sutton, 2015), but such systems promote 
complacency in the user. 

Related to automation bias, but evolving somewhat separately, is the concept of automation complacency (Parasuraman and 
Manzey, 2010). Complacency has been observed primarily when a set of conditions are present: (1) there is a human operator 
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monitoring an automated system, (2) the frequency of monitoring is less than optimal, (3) the limited monitoring has a negative effect 
on performance, and (4) the resulting error is an omission error. Complacency is exacerbated when the user has multiple other task 
responsibilities, and the decision aid is consciously or subconsciously viewed as an option for offloading responsibility. Complacency is 
also accentuated by successful performance of the system over time. Parasuraman and Manzey (2010) make the case that complacency 
is a part of automation bias. Experience with reliable systems leads to automation complacency, and complacency leads to errors of 
omission and commission (see also Lyell and Coiera, 2017). The research on restrictive systems suggests that the restrictiveness of an 
intelligent system builds confidence in the system and a perception of reliability as the system operates consistently, thus opening the 
risk of automation bias. 

The work spurred by Sparrow et al.’s (2011) research on the “Google Effect” provides additional insight into how complacency can 
take hold, but also why humans are so willing to rely on technology. The work in this area centers around human use of Internet search 
engines, but we argue that the core psychological attributes underlying these findings should translate equally to users of other 
intelligent systems, namely those designed to support professional knowledge work. Sparrow et al. (2011) rely on transactive memory 
systems (TMS) theory as they study humans’ relationship with the Internet and search engines. TMS is a theory normally associated 
with groups, where humans combine their own stored knowledge with that of others in their work group, understanding that the others 
have the additional knowledge that may be required for effective decision-making—often referenced as shared memory (Lewis and 
Herndon, 2011). The problem is that in human-internet relationships, the humans no longer see the need to contribute knowledge to 
the TMS—rather humans do not store information in their own brain, they only remember where to find the information on the 
internet. Indeed, humans are losing their ability to store information in long-term memory and the brain itself is adapting as the 
memory portion physically shrinks and the ‘how to find information’ section becomes a more actively engaged part of the brain 
(Sparrow et al., 2011). In these TMS relationships, the Internet appears to act as a “supernormal stimulus” commandeering preexisting 
tendencies and reshaping cognitive behavior. The human remembers less, but believes they remember more. They also tend to latch 
onto the first information they find and actively avoid additional information search that might yield conflicting information, a sit-
uation that would slow their decision-making and require investment of greater cognitive effort to resolve the conflict (Ward, 2013). 

The overwhelming effect of having information only an internet search away is that humans shrink their TMS network, no longer 
relying on other humans (or themselves for that matter) but relying on the Internet for quick access (Fisher et al., 2015). One part of the 
problem is that there is a perhaps unintentional, but strongly prevalent, belief that what is found is accurate (Hancock, 2014). The 
human reaction is the bigger concern as the user becomes mis-calibrated on what they know. Users believe that they know what they 
have seen, and the faster they find it the more confident they are in their own knowledge of it (Fisher et al., 2015). Success in the search 
flows over to overconfidence in other related tasks, a general overconfidence termed an “illusion of competency” (Fisher et al., 2015). 
We posit that these same effects will present themselves in the intelligent systems provided to knowledge workers where such systems 
generally facilitate rapid access to standards, firm policies, templates for work completion, guidance on task completion, and often 
even work-flow control (Dowling and Leech, 2014). The novices in Dowling and Leech (2014) certainly exuded such confidence in 
their abilities while being reliant on the firm’s workflow system for task completion. 

Research in neuroscience both confirms these effects and highlights other concerns. The changes taking place in the human brain 
suggest that the Internet is also reshaping cognition in the brain (Loh and Kanai, 2016). The focus of the research is on digital natives, 
younger professionals who have lived with internet search capabilities most of their lives—with the Internet only as far away as their 
smart phone. The observed reshaping of the brain indicates that the portion of the brain that facilitates deep learning (i.e., the creation 
of deep knowledge structures in long-term memory) is shrinking, leading to shallow decision-making. Brain imaging suggests that 
digital natives tend to make decisions on limited information and move forward—no brain activation towards retention of the in-
formation and limited cognitive effort. These effects are exacerbated by multitasking and performance pressure (e.g., time pressure) 
(Loh and Kanai, 2016). 

The emerging body of research across multiple disciplines suggests several cognitive processing concerns that can make novices 
susceptible to poorer decision-making when using intelligent systems. Beyond the effects of the decision-makers’ limited domain 
knowledge, these concerns may be heightened by differences in systems design, most notably the prevalence of restrictive systems. We 
synthesize this research into a subset of propositions in TTD2 that appear to explain at least part of the conceptual basis for novice 
decision-making impacts. 

Proposition 5a: Novices will develop ineffective TMS when engaging with intelligent systems leading to increased risk of poor 
decision-making. 

Proposition 5b: Novices will expend more cognitive effort on completing system tasks than on underlying decision-making 
processes. 

Proposition 5c: As more effort is focused on completing tasks, novices will succumb to attentional biases that increase complacency 
and/or commission/omission errors. 

Proposition 5d: Novices will increasingly mis-calibrate their knowledge and skills when using intelligent systems. 
Proposition 5e: As system restrictiveness in guiding user activities increases, novices will increasingly focus on task completion. 
Proposition 5f: As system restrictiveness in guiding user activities increases, novices will increasingly activate surface-level 

knowledge. 
Proposition 5g: Novices will use surface-level as opposed to deep-knowledge structures when using intelligent systems. 

4.2. Importance of collaborative systems for experts 

A key attribute of Proposition #6 in TTD is the need to develop and adopt collaborative-based systems to engage experts and to 
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leverage the duality of expertise between user and system. In essence, TTD could be interpreted as arguing that an intelligent system 
can work in an effective distributed cognition relationship if the user brings equivalent knowledge to the relationship—a TMS form 
that is more akin to the successful TMS relationships identified in the literature. This type of relationship embodies the electronic 
colleague concept put forth in TTD as the type of relationship required for effective expert reliance, and engagement with intelligent 
systems (Arnold and Sutton, 1998). 

The electronic colleague becomes a partner in the decision-making process—in effect transforming an individual decision-making 
environment into a dyadic group mode. This colleague provides advice, exchanges feedback and opinion, and maintains a dialogue 
that facilitates the decision-maker’s final judgment. The key to the successful relationship is that the system must be perceived as 
beneficial to the decision-maker and perceived as a knowledge asset for the decision-maker that will usefully assist in the decision 
process. But, there is an underlying assumption that the user will also remain engaged and active in the decision process—a key aspect 
of collaborative systems. 

Such a collaborative system was examined by Arnold et al. (2004) using partners, directors, and managers in an insolvency 
decision-making task. In their study, the system was effective in reducing the decision bias in the experts’ decision processes. In a 
follow-up study, Arnold et al. (2006) used an enhanced version of their intelligent system that includes a full set of explanations in both 
feedforward (help understanding what the system is doing during information aggregation) and feedback (help understanding the 
logic behind the systems recommendation outcomes) modes. Their results indicated that when transparency improved, experts 
exhibited greater reliance on the system in formulating decisions. Using tax compliance software, Masselli et al. (2002) also found 
improved decision-making with experienced decision-makers when the system worked collaboratively to identify potential tax 
compliance audit risks. While the studies are limited, intelligent systems that work collaboratively with the high-expertise user appear 
to result in better decision-making and effectively leverage users’ expertise. Accordingly, we theorize in TTD2 that: 

Proposition 6a: As the collaborative design of an intelligent system increases, reliance and an expert’s decision quality will be 
positively related. 

Proposition 6b: As the collaborative design of an intelligent system increases, an expert user’s engagement with and reliance on the 
system will increase. 

Proposition 6c: The greater the transparency in how systems use information to generate decision recommendations, the better the 
collaborative relationship with expert decision-makers. 

The improved decision-making from expert decision-makers using an intelligent system as put forth in TTD’s Proposition #6 is 
premised on collaborative systems design. Collaborative systems design requires the user to be actively engaged as a co-equal partner 
in the decision-making process. Research in the area, however, has suggested that high-expertise users should be given more leeway in 
deciding when they want to be engaged and have advocated adaptive systems (Parasuraman and Wickens, 2008). Adaptive systems 
allow the decision-maker to choose to let the intelligent system take complete control and automatically make the decision or the user 
to simply rely on the system’s recommendation without engaging in the decision process. 

This ability to step away will initially be gradual; but, under time pressure and in multi-tasking situations, as users become more 
comfortable with the system’s performance, the users will take greater layoffs from engagement with the decision-making (Hancock, 
2014). This potentially makes expert decision-makers susceptible to automation bias as at the core of the automation bias problem is a 
decreased situational awareness and vigilance by the user (Mosier and Skitka, 1999). Sauer and Chavaillaz (2017) highlight this 
problem in their study of adaptable systems and extended skill layoffs, showing even relatively short skill layoffs can leave decision- 
makers less confident and less prepared to make decisions. Mosier and Skitka (1999) argue system designs that do not account for the 
human tendency to take short-cuts cannot be considered human-centered. System designs that make skill layoffs easy exacerbate the 
problem, as Hancock (2014) notes, “if you build systems where users are rarely required to respond, they will rarely respond when 
required”. 

A recent TTD study considered this skill layoff problem in a case study of an organization (Rinta-Kahila, 2018; Rinta-Kahila et al., 
2018). The corporate finance department implemented an advanced system that replaced the need for staff to complete certain tax 
planning and compliance functions. After a few years, the organization decided to discontinue the system and restore the previous 
staff’s responsibilities for the task. The organization struggled as the staff was no longer competent to effectively perform the task—the 
skill layoff had reduced their ability to perform, essentially reflecting a de-skilling of the staff. 

Proposition 6d: Adaptive systems allowing expert users to opt in/out of collaboration when they are confident in relying on the 
system may have short-term benefits, but over time an expert will stop participating. 

Proposition 6e: Extended skill layoffs from an expert opting out of collaboration on system supported decisions increasingly places 
the expert at a more novice level, increasing susceptibility to concerns raised with novice decision-maker use of intelligent systems. 

These latter two propositions highlight the conjunctive nature of the effects in TTD and the importance in considering not only the 
novice-expert differential in the user, but also how the design of systems alters the expected outcomes (Furnari et al., 2021). Very 
different outcomes would be expected from intelligent systems use by an expert when the system is collaborative in nature versus when 
the system is adaptive. 

5. PHASE III: Long-term technology dominance effects 

Technology dominance has short-term effects on the quality of decision making with novices and experts, but the longer-term 
effects are arguably more concerning. Two general epistemological concerns arise from intelligent systems use. At the individual 
level, the concern is over the deskilling effects from using such systems. At the profession level, the concern is over the long-term 
epistemological growth of the domain’s knowledge base. Propositions #7 and #8 of TTD address these concerns: 
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Proposition 7: Continued use of intelligent systems and de-skilling of professionals’ abilities for the domain in which the systems are 
used are positively related. 

Proposition 8: Broad-based, long-term use of intelligent systems in a problem domain and the growth in knowledge and 
advancement of the domain are negatively related. 

In simple terms, Arnold and Sutton (1998) describe the roots of deskilling with the example of a situation where a knowledge 
worker approaches a task with the use of an intelligent system, whereas their predecessors had previously performed the task 
manually. The user simply enters information into the system and the system provides a recommendation (but also consider that the 
data could be automatically generated and the user just reviews the recommendation). Will the novice user develop the knowledge of 
how to perform the task themselves as their predecessors did? Will an expert user who had the knowledge to perform the task 
themselves before using the aid, retain their knowledge if the system provides an extended skill layoff? 

Research on TTD establishes two ways deskilling occurs: (1) skilled individuals/experts suffer an atrophy of skill and knowledge 
over time from use and reliance on intelligent systems, or (2) novice professionals do the same work traditionally leading to expertise 
development, but the inhibiting nature of intelligent system limits individuals’ expertise development. These aspects of the theory hold 
well when tested with the effect on novices getting more attention. The atrophy of experts is more challenging to study due to the time 
elapse between first use of the system and extended use of the system—between the presence and the loss of knowledge. The Rinta- 
Kahila (2018; Rinta-Kahila et al., 2018) study captures this type of temporal effect as they observe knowledge workers in corporate 
finance performing a high-level task until the organization implements a system that takes over most of the work. Subsequently, the 
system was discontinued, and the same knowledge workers were unable to step in and complete the process themselves without the 
system’s assistance. Their domain knowledge atrophied to the point they were at the level of advanced novices when they stepped back 
into the role. 

There is more evidence on the novice development-side, although it is difficult to observe and capture. McCall et al (2008) used a 
short-term experiment to educate one set of management accountants with a computerized knowledge management system that 
provided easy access to information while another set learned through traditional searching of print materials. During interim projects, 
the knowledge management group performed better, but when both groups were tested after several weeks without access to any 
external materials, the knowledge management system group had significantly less knowledge retention and worse performance. A 
study of audit professionals by Dowling et al. (2008) provides a longer-term perspective. The researchers took data from a multi-firm 
experiment where audit seniors were identifying audit risk factors through manual processes and overlaid the performance with 
whether their firms had used highly restrictive or less restrictive workflow automation systems. Those audit seniors coming from firms 
that had used highly restrictive systems during their years of experience performed significantly worse on the risk assessment task than 
those from firms with less restrictive systems. Axelsen (2014) provides additional qualitative evidence for this finding through in-
terviews with senior auditors who noted that novices who were rising through the ranks had a declining knowledge base. While process 
level data is limited, Dowling and Leech (2014) note that novices have a mis-calibrated belief in what they know because of what they 
could do while using the workflow automation system. More experienced auditors expressed skepticism of the novices’ ability to 
perform without the system. Perhaps even more concerning is Stensjö’s (2020) findings that novice auditors readily admitted they did 
not really understand what they were doing while using the workflow automation systems. Cumulatively, the evidence supports the 
deskilling concerns that have been theorized. 

Proposition #8 is even more difficult to empirically examine than the deskilling posited in Proposition #7. How does one know 
when a field’s epistemology has stagnated? Will the intelligent systems become overly extended (used beyond their useful life) through 
time absent new ideas on improving? Recent research on technology and professions provides conceptual insights that may improve 
our theoretical understanding in this area. We explore related literature and its implications for the proposition. 

5.1. The skilling and deskilling of knowledge workers 

Varying paradigms examining expertise converge on the idea that expertise is essentially the possession of deep, structural 
knowledge of systematic relational patterns (e.g, Chi & VanLehn, 2012; Holyoak, 2012; Goldwater & Schalk, 2016).5 The development 
of expertise, accordingly, entails an on-going process of encoding these relational patterns into memory to facilitate pattern recog-
nition when stimuli are received in future instances. The Naturalistic Decision Making paradigm, for example, includes the Recognition 
Primed Decision model which posits that experts recognize patterns of cues based on having those patterns stored in memory and 
encode ‘solutions’ attached to specific situational patterns. Thus, the path to expertise includes acquiring a significant repertoire of 
knowledge composed of patterns comprising domain tasks (problems) and associated solutions. Research on analogical reasoning, a 
specific manifestation of relational reasoning, posits that these patterns are derived by professionals abstracting representations of 
structural knowledge that are separated from, or devoid of, surface level knowledge specific to particular occurrences within the 
decision domain (Gentner & Colhoun, 2010; Holyoak, 2012). 

5 In most domains, particularly those not involving muscle memory, thinking of expertise as a dichotomy is not helpful. Expertise is better 
construed as the acquisition, and appropriate structuring, of a significant amount of domain related knowledge, the development of which can be 
thought of as moving along a continuum. In this sense, significant knowledge acquisition can be construed as enough to understand how most of the 
components of a domain are related to one another. In professional domains, there are no appropriate binary classifications as expert/non-expert. 
Some professionals are more expert than others in that they can better recognize patterns, based on inputs, and recognize the corresponding actions 
required considering those patterns. 
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Traditionally, professionals acquire knowledge through focused experience and training. In professional firms, this training may 
consist of formal instruction or informal mentoring. Given enough time, professionals can learn implicitly (i.e., simply by doing) even 
when not actively trying to learn. However, as task domains become more complex, encoding the structural knowledge into long-term 
memory becomes more difficult—and less likely via implicit learning alone. This process can be enhanced by training that emphasizes 
conveying expert knowledge to non-experts as well as metacognition.6 An emphasis on production efficiency rarely leads to system 
design that emphasizes features that facilitate user knowledge acquisition, nor are knowledge workers incentivized to acquire 
knowledge beyond that needed to complete the immediate task. 

System design includes not only creation of individual software systems, such as intelligent systems, but also overall workflow 
automation systems created to guide task completion. Modern sociotechnical work environments involve division of labor into pieces 
of tasks as well as automation of subtasks. The result is distributed knowledge environments (DKEs). A DKE consists of all the 
knowledge required for completing a domain task being divided amongst multiple entities, which may be human, machine, or simply 
repositories. Professional firm innovations in both tangible and methodological technology continue to provide innovative ways of 
distributing knowledge among multiple people as well as multiple sources external to the human, such as document depositories, 
websites, and machines (Oshri et al., 2008; Simeonova, 2018). Additionally, many subprocesses involved in professional decision 
making may be automated in order to bypass human cognitive capacity limitations as well as promote consistency and efficiency. Thus, 
in the normal course of the work process, any person involved in task completion is heavily reliant on other people and tools in 
accomplishing the task (Oshri et al., 2008; Simeonova, 2018). How do new ‘experts’ develop full knowledge structures when no one 
individual has a complete understanding of all aspects of the DKE? 

This increasing distribution of task knowledge seemingly makes processes more vulnerable to decision error and individuals more 
susceptible to deskilling. As processes become more complex and the requisite knowledge becomes more distributed, the proportion of 
the total required task knowledge understood by any individual will shrink, making it difficult for rising professionals to learn the 
entire systematic pattern of relational knowledge that makes up the overall domain (or big picture). This leads not only to process 
errors at the micro-level but also to deskilling of high expertise professionals at the macro-level. This exacerbates the aforementioned 
issues with TMS. 

A common finding in research on relational reasoning is the tendency for novices to encode superficial problem features (specific to 
the current situation, which may not appear in similar future situations), which distract from encoding deep structural patterns (Day 
and Goldstone, 2012). Distribution of task knowledge may draw focus away from important structural relations, thereby exacerbating 
this tendency. This hinders pattern-recognition if subsequent cues do not include the superficial knowledge, and ultimately system 
users’ ability to acquire knowledge from experience. Participants in DKEs, by design, will not possess the requisite knowledge to 
complete a task. Thus, the patterns comprising the subset of knowledge that they are supposed to possess will likely not be encoded 
properly to long-term memory—which is associative by nature. Missing pieces of the structural knowledge in memory can lead to 
pattern-recognition failures when encountering certain subsets of cues or when observing relational patterns in even slightly different 
contexts. Problems with DKEs can also be exacerbated by any automated portions completed entirely by an intelligent system that are 
not designed to convey relational knowledge to professional decision-makers. Failure to convey system logic, and how it relates to the 
task as a whole, makes even implicit learning very challenging. 

As also noted earlier, professionals operate amidst several system influences enabling the lack of skill development. Novice 
decision-makers in professional environments are increasingly provided systems to supplement their work that include easy search and 
retrieval of performance guidance and AI-components that facilitate task completion with limited user involvement. Given an innate 
orientation for quick task completion without deep exploration of the problem, novices let technology lead task com-
pletion—essentially a TMS strategy but with a system that does not require the user to participate in reciprocal knowledge sharing. 
Novices feel satisfaction from “having made the decision” and in the process become mis-calibrated in assessing their own knowledge, 
developing overconfidence in their abilities (Fisher et al., 2015). This “react fast, make a decision, and move on” unconsciously 
promotes shallow decision-making that does not trigger deep-thinking or the encoding of deep knowledge structures into long-term 
memory (Loh and Kanai, 2016). This setting provides little motivation or desire to enhance knowledge acquisition, resulting in a 
failure to facilitate active learning and a lack of expertise development over time. 

We posit that failure to learn the relational knowledge of a domain results in a lack of encoding of relational knowledge in long-term 
memory, which is at the heart of deskilling. This can also result from experienced practitioners having skill-layoffs in which they are 
not recalling and activating knowledge for extended periods of time. As noted in the prior section, experts are expected to maintain 
their expertise development under collaborative system relationships that allow them to share knowledge and explore tasks at greater 
depth (Arnold and Sutton, 1998). Deskilling of experts is expected to arise through the nature of adaptive automation allowing experts 
to decide not to exert decision control but rather to simply rely on trusted systems (Hancock, 2014). Related to the autonomous systems 
issue, deskilling also arises from simply automating a process and removing the experts from decision-making (Rinta-Kahila et al., 
2018). Both result in extended skill-layoff, which leads to skill atrophy and diminished underlying knowledge structures. Professional 
firms increasingly deploy intelligent systems that incorporate such effort-reducing strategies for efficiency gains (Susskind and Sus-
skind, 2016). Thus, deskilling effects occur across both novices and experts, are affected by different ways that systems are 

6 The importance of metacognition to expertise development is widely agreed upon (see for example Sternberg, 1998; Schraw, 2006; Klein, 1997; 
Fletcher and Wind, 2014). There is some precedent demonstrating the effectiveness of metacognitive training in a professional setting (e.g., Plumlee, 
Rixom, and Rosman, 2015). However, identifying further types of metacognitive skill and examining their relative impacts on knowledge acquisition 
is an area that requires additional research in professional domains. 
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implemented, and by changes to structured decision processes. 
The above leads to the following propositions: 
Proposition 7a: The more that intelligent systems allow novices to focus purely on production activities, the poorer the knowledge 

structures that will be developed by novice users. 
Proposition 7b: The more that intelligent systems allow experts to have skill-layoffs, the greater the likelihood of attrition of users’ 

expertise. 
Proposition 7c: The less transparent that intelligent systems are in providing experts with an understanding of how information is 

used in decision processes, the greater the risk of deskilling expert users. 
Proposition 7d: The more that intelligent systems are designed to communicate structural pattern data, the better the knowledge 

structures that will be developed by novice users. 
Proposition 7e: The use of unexplainable artificial intelligence techniques in an intelligent system supporting experts will increase 

the risk of deskilling expert users. 
Propositions 7c and 7e are of significant concern to decision-makers across a range of knowledge work environments. Proposition 

7c deals with the more general case of transparency of system processes, while Proposition 7e is the extreme case of transparency not 
being possible (unexplainable artificial intelligence (AI)). Militaries have been particularly concerned with the risk of acting upon 
warnings from unexplainable AI, and DARPA’s most recent round of challenge awards are for the design of explainable AI techniques 
that are equally powerful to the best unexplainable AI techniques (Sutton et al., 2018). This transparency issue has also drawn 
attention from the professions, where for instance audit researchers working on AI for audit data analytics, recognize the concerns of 
not being able to explain their decisions (Zhang et al., 2022). Organizational forces may envelop the AI techniques to control the 
unknown (Asatiani et al., 2021), but the unknown invariably limits experts’ reliance. 

We have a limited understanding of how knowledge of important structural patterns can be transferred/presented to users, but 
research has begun to explore system designs that may help. Rose et al. (2007) introduced building knowledge maps into system 
interfaces with some success, and this was expanded upon by Arnold et al. (2023) who used more complex knowledge structures and 
coupled the knowledge structures with automatic explanation provision (Arnold et al., 2006). Researchers should continue to focus on 
methods of system design, both at the macro (DKE) and micro (intelligent system) levels that allow and encourage user knowledge 
acquisition. However, the goal here is not just to make implicit learning easier, but to facilitate the active learning of deep domain 
knowledge. Therefore, researchers should also seek methods of effectively training novice professionals in metacognitive strategies 
that focus on acquiring deep structural knowledge (e.g., relational reasoning). 

5.2. Epistemological Stagnation? 

For purposes of TTD, epistemology is defined as “having to do with the origin, nature, methods, evolution and limits of human 
knowledge” (Sutton and Byington, 1993). The epistemology of virtually every knowledge work profession has evolved tremendously 
over the past several decades. Epistemological evolution is fueled by the sharing of ideas across numerous experts, particularly during 
periods of high growth, breeding new advances in domain knowledge (Arnold and Sutton, 1998). TTD raises the concern that the broad 
implementation of intelligent systems in a domain limits diversity of thought as an increasing number of experts are either learning 
from the same myopic system or perhaps being deskilled by those systems. Does the variety and discourse over knowledge decline? 
This is captured in TTD’s Proposition #8. 

The epistemological stagnation debate has taken on a more sobering dimension in recent philosophical discourse. The professions 
that have for so long held a significant role in western society are considered under attack (Callahan, 2007; Susskind and Susskind, 
2016). These professions have held their stature based on a recognized specialized knowledge, certification and licensing processes, 
codes of professional conduct, and societal trust and reputation (Kultgen, 1988; Susskind and Susskind, 2016). But increasingly the 
work that professions provide is automated through technology (Susskind and Susskind, 2016). This is shaking the professional do-
mains of auditing, finance, law, medicine, and tax compliance and planning. But beyond these external pressures, we also see pro-
fessions internally adopting automated technologies that displace the human knowledge worker (Sutton et al., 2018; Strich et al., 
2021). Increasingly, the automated processes that are being adopted and integrated generally either simplify and structure work 
processes (Dowling and Leech, 2014) or simply displace work routines with AI (Strich et al., 2021; Zhang et al., 2022). Almost all the 
intelligent systems implemented in the professional domains automate current work, they do not evolve epistemology (Susskind and 
Susskind, 2016). With this automation, one may ask, Where will the epistemological growth come from? (Arnold and Sutton, 1998). 
Will the professionals remain associated with the profession? When displaced by technology, may the experts just move on to some 
other professional domain? (Strich et al., 2021). 

The counter argument to these concerns is that automation of the professions is positive for society. Susskind and Susskind (2016) 
argue using automation to make professional services more accessible to more people, by-passing professional firms who limit 
accessibility to their services, means more people/companies have affordable access. Disruptive technologies demystify the work of the 
professions, routinizing professional work, and making it more accessible—being disruptive only to the professionals (Susskind and 
Susskind, 2016). This has commonalities to the arguments presented by Strich et al. (2021) as to displacement of professionals by 
automation and lends itself to paraprofessional models where lesser expert knowledge-work professionals can take the lead when 
armed with intelligent systems (Susskind and Susskind, 2016; Sutton et al., 2018). Susskind and Susskind (2016) argue we are entering 
a post-professional society, a deprofessionalization of knowledge work done by the professions. 

Within the information systems research community, there is much debate over the roles of design science and behavioral science 
paradigms (Sutton et al., 2021). Within the design science side, the focus recently has been on the importance of design science 
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research producing new artefacts and in most cases design theory (Baskerville et al., 2018). Design theory can either be the subject of the 
artefact instantiation or what is learned from the instantiation. In essence, design theory provides prescriptions for design, but design 
theory also says how to do something (Gregor and Hevner, 2013). Given the radical changes in professions that we are seeing through 
new technologies, one should consider that the advances in a field may come from what we learn through designing or applying novel 
technologies rather than what a profession demands is incorporated in the technology. Arguably, this is emblematic of what is 
happening with the audit profession now as novel AI techniques alter the way auditing is performed. Similarly, in medicine AI systems 
are being used to seek patterns in medical research findings and to generate new relationships and medical solutions to long-time 
problems (Susskind and Susskind, 2016). The hesitancy from the professions comes largely from not knowing what those technolo-
gies are doing (Sutton et al., 2018; Asatiani et al., 2021; Zhang et al., 2022). 

Based on these varied perspectives on the evolution of professions, we propose several alternative ways of thinking about epis-
temological evolution in professional knowledge work environments. 

Proposition 8a: Human discourse on improvement and evolution of a profession will stagnate in the presence of prolonged use of 
intelligent systems. 

Proposition 8b: The more predominant intelligent systems become in a profession, the greater the deprofessionalization. 
Proposition 8c: Use of intelligent systems in a profession may trigger epistemological change through advances in design theory and 

innovative techniques. 

6. Conclusions and implications for future research 

There is an increasing recognition that something about technology makes people less skilled. This has raised discussions on how 
we make intelligent systems beneficial to the user, not just for work productivity, but also to maintain skilled knowledge workers 
(Sutton et al., 2016, 2018; Balasubramanian et al., 2017; Asatiani et al., 2019). Strategies have been put forth to start thinking about 
how we keep the human relevant. This expansion of TTD focuses on the underlying cognitive processes that appear to lead to poorer 
decision making, inattentive expert decision-makers, and deskilled knowledge workers. TTD2 is founded on a synthesis of studies from 
multiple domains, including auditing, finance, human factors/ergonomics, information systems, insolvency, neuroscience, and psy-
chology. The result is a set of propositions relating the interactive effects of user expertise, systems design, and decision context and 
environment. The propositions represent configurations that are predicted to lead to varying outcomes based on the interacting 
combinations, and these configurations should be scrutinized, tested, and expanded upon. 

While much empirical evidence supports the existence of technology dominance and related components such as automation bias, 
complacency, and ineffective transactive memory systems, much is left to consider in trying to understand how technology dominance 
occurs. In formulating TTD2, substantial reliance has been placed on three different streams of research (automation bias/compla-
cency, google effect/TMS, and expertise), but these proposed behavioral theory extensions should be carefully examined in future 
research. The work on automation bias and complacency has evolved from automated decision aids and how monitoring systems that 
alert the user can induce overreliance. TTD2 considers this in the context of interactive decision aids that support knowledge workers’ 
decision-making, but it needs to be empirically considered whether these effects translate to the intelligent systems domain. Similarly, 
the research on transactive memory systems and the so-called Google Effect has essentially all been completed with a focus on Internet 
search behavior and execution. TTD2 translates this to intelligent systems that are designed to support knowledge workers given the 
embedded search functions that readily identify facts, definitions, and work process recommendations. This extrapolation similarly 
will benefit from empirical examination. In examining these streams of research, the phenomena should be considered within the 
context of expertise, recognizing that related theory in expertise continually develops. Researchers should take care not to consider the 
dimensions in isolation, but realize that the interactive effects will alter the expected outcomes. Intelligent systems do not operate in 
isolation, but are rather part of evolving systems with feedback loops that will alter behaviors and outcomes over time (Burton-Jones 
et al., 2015). 

The nature of TTD2 should lead to studies addressing these complexities through examinations that capture the context and 
evolution of systems usage over time with increasing systems experience. There are limited studies examining TTD within the richer 
context of environmental, system and user effects interacting. Dowling and Leech (2014) do explore one such environment and their 
qualitative examination provides a rich view of how the various parts interact. Liu et al. (2017) make the case that these combinatorial 
complexities can be measured and assessed through structured analysis and detail an example using fuzzy-set qualitative comparative 
analysis. Such techniques warrant consideration when examining the more complex relationships in TTD2. 

While TTD2 is a theory of behavior and the underlying cognitive processes, it is critical that it is also viewed as a foundation for 
design science research (Hevner et al., 2004; Sutton et al., 2021). Advances in intelligent systems design have come from leveraging the 
synergies of behavioral and design science research (Sutton et al., 2021). Without the design science part of the equation, it will be 
challenging to move the concepts articulated in TTD2 to a meaningful and practical implementation in contemporary systems. 
However, this is predicated on an information systems view of design science that considers the information and social artifacts beyond 
just the technical (Lee et al. 2015)—considering the impact of the system on the human (Sutton et al. 2018). TTD2 posits the benefits of 
systems that provide enhanced transparency on how decision processes and decision outcomes are produced by an intelligent system, 
but contemporary designs are not necessarily effective at providing this transparency (Gregor and Benbasat, 1999; Arnold et al., 2006; 
Jensen et al., 2010). At the extreme, users are reluctant to rely on highly effective AI techniques when they are unexplainable, leading 
to the call for improved explainable AI algorithms (Sutton et al., 2018; Zhang et al., 2022). Further, designs that promote pattern 
recognition as a foundation for effectively promoting expertise development among novices have had limited success, and new 
techniques should be explored (Sutton et al., 2022). Finally, the focus on adaptable systems that allow experts to determine when they 
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want to participate in the decision-making process appears to deskill these experts with skill layoffs; the way such systems are designed 
should be reconsidered for whether this concept can be effectively implemented without deskilling the users (Parasuraman and 
Wickens, 2008; Hancock, 2014). Adaptable systems, when unchecked, are increasingly likely to foster skill layoffs as more dynamic AI 
generative models such as generative pre-trained transformers (Radford et al. 2019) that are trained on vast amounts of textual data (e.g. 
ChatGPT and Bard) infiltrate professional environments and promise to substantially reduce workloads. 

Declaration of Competing Interest 

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to 
influence the work reported in this paper. 

Data availability 

No data was used for the research described in the article. 

Acknowledgements 

The authors wish to thank Clark Hampton, Martin Weisner, Aaron Baird, Mandy Cheng, Phil Collier, Ben Commerford, Jesse 
Dillard, Mohamed Elbashir, Mieke Jans, Stan Karanasios, Natalia Kochetova, Ethan Lamothe, Stewart Leech, Jan Medling, Jochen 
Theis, Manuel Trenz, and Dennis van Liempd for their feedback on draft versions of this paper. The authors would also like to thank 
participants for their comments and discourse surrounding keynotes by the first author at the 2017 International Conference on 
Enterprise Systems, Accounting, Logistics and Management and 2018 Nordic Accounting Conference, the first two authors’ coordi-
nated keynotes at the 2019 Asia-Pacific Management Accounting Conference, and presentations at the 2022 ISJ Trending Topics 
Workshop, NHH Norwegian School of Economics workshop and University of Central Florida workshop. 

References 

Al-Natour, S., Benbasat, I., Cenfetelli, R., 2008. The effects of process and outcome similarity on users’ evaluations of decision aids. Decis. Sci. 39, 175–211. https:// 
doi.org/10.1111/j.1540-5915.2008.00189.x. 

Arnold, V., Collier, P., Leech, S., Sutton, S., 2004. The impact of intelligent decision aids on experienced and novice decision makers’ judgments. Account. Finance 44, 
1–26. https://doi.org/10.1111/j.1467-629x.2004.00099.x. 

Arnold, V., Clark, N., Collier, P., Leech, S., Sutton, S., 2006. The differential use and effect of knowledge-based system explanations in novice and expert judgment 
decisions. MIS Q. 30, 79–97. https://doi.org/10.2307/25148718. 

Arnold, V., Collier, P., Leech, S., Rose, J., Sutton, S., 2023. Can knowledge-based systems be designed to counteract deskilling effects? Int. J. Acct. Inf. Sys. 50, 100638 
https://doi.org/10.1016/j.accfin.2023.100638. 

Arnold, V., Sutton, S., 1998. The Theory of Technology Dominance: Understanding the impact of intelligent decision aids on decision-makers’ judgments. Adv. Acc. 
Behav. Res. 1, 175–194. Available through ResearchGate.  

Asatiani, A., Penttinen, E., Rinta-Kahila, T., Salovaara, A., 2019. Implementation of automation as distributed cognition in knowledge work organizations: Six 
recommendations for managers. 40th International Conference on Information Systems, ICIS 2019. 

Asatiani, A., Malo, P., Nagbøl, P.R., Penttinen, E., Rinta-Kahila, T., Salovaara, A., 2021. Sociotechnical envelopment of artificial intelligence: an approach to 
organizational deployment of inscrutable artificial intelligence systems. J. Assoc. Inf. Syst. 22 (2), 325–352. 

Axelsen, M., 2014. Technology Impeded Knowledge Acquisition and Retention: The Effects of Long-term Use of Intelligent Decision Aids on Auditor Professional 
Knowledge. PhD Dissertation, The University of Queensland. https://espace.library.uq.edu.au/view/UQ:329567. 

Bahner, J., Huper, A., Manzey, D., 2008. Misuse of automated decision aids: complacency, automation bias and the impact of training experience. Int. J. Hum Comput 
Stud. 66, 688–699. https://doi.org/10.1016/j.ijhcs.2008.06.001. 

Balasubramanian, G., Lee, H., Poon, K., Lim, W., Yong, W., 2017) Towards establishing design principles for balancing usability and maintaining cognitive abilities. In 
M. Wang, & W. Wang (Eds.), Design, User Experience, and Usability: Theory, Methodology, and Management. DUXU 2017. Lecture Notes in Computer Science, 
vol 10288. Cham., Springer. 

Baskerville, R., Baiyere, A., Gergor, S., Hevner, A., Rossi, M., 2018. Design science research contributions: Finding a balance between artifact and theory. J. Assoc. Inf. 
Syst. 19 (5), 358–376. 

Blut, M., Chong, A.Y.L., Tsigna, Z., Venkatesh, V., 2022. Meta-analysis of the Unified Theory of Acceptance and Use of Technology (UTAUT): Challenging its validity 
and charting a research agenda in the red ocean. J. Assoc. Inf. Syst. 23 (1), 13–95. 

Boland, C.M., Daugherty, B.E., Dickins, D., 2019. Evidence of the relationship between PCAOB inspection outcomes and the use of structured audit technologies. 
Audit. J. Pract. Theory 38 (2), 57–77. 

Brown, D., Eining, M., 1997. Information technology and decision aids. In: Arnold, V., Sutton, S. (Eds.), Behavioral Accounting Research: Foundations and Frontiers. 
American Accounting Association, Sarasota, Florida, pp. 164–187. 

Burton-Jones, A., McLean, E., Monod, E., 2015. Theoretical perspectives in IS research: From variance and process to conceptual latitude and conceptual fit. Eur. J. 
Inf. Syst. 24, 664–679. https://doi.org/10.1057/ejis.2014.31. 

Butler, B., Gray, P., 2006. Reliability, mindfulness, and information systems. MIS Q. 30, 211–224. https://doi.org/10.2307/25148728. 
Callahan, D., 2007. The Cheating Culture: Why More Americans Are Doing Wrong to Get Ahead. Houghton Mifflin Harcourt, Orlando.  
Chi, M., VanLehn, K., 2012. Seeing deep structure from the interactions of surface features. Educ. Psychol. 47, 177–188. https://doi.org/10.1080/ 

00461520.2012.695709. 
Day, S., Goldstone, R., 2012. The import of knowledge export: Connecting findings and theories of transfer of learning. Educ. Psychol. 47, 153–176. https://doi.org/ 

10.1080/00461520.2012.696438. 
Demetis, D., Lee, A., 2018. When humans using the IT artifact becomes IT using the human artifact. J. Assoc. Inf. Syst. 19 (10), 929–952. https://doi.org/10.17705/ 

1jais.00514. 
Dietvorst, B., Simmons, J., Massey, C., 2015. Algorithm aversion: People erroneously avoid algorithms after seeing them err. J. Exp. Psychol. Gen. 144, 114–236. 

https://doi.org/10.1037/xge0000033. 
Dietvorst, B., Simmons, J., Massey, C., 2016. Overcoming algorithm aversion: People will use imperfect algorithms if they can (even slightly) modify them. Manag. 

Sci. 64, 1155–1170. https://doi.org/10.1287/mnsc.2016.2643. 

S.G. Sutton et al.                                                                                                                                                                                                       

https://doi.org/10.1111/j.1540-5915.2008.00189.x
https://doi.org/10.1111/j.1540-5915.2008.00189.x
https://doi.org/10.1111/j.1467-629x.2004.00099.x
https://doi.org/10.2307/25148718
https://doi.org/10.1016/j.accfin.2023.100638
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0025
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0025
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0035
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0035
https://doi.org/10.1016/j.ijhcs.2008.06.001
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0055
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0055
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0060
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0060
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0065
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0065
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0070
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0070
https://doi.org/10.1057/ejis.2014.31
https://doi.org/10.2307/25148728
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0085
https://doi.org/10.1080/00461520.2012.695709
https://doi.org/10.1080/00461520.2012.695709
https://doi.org/10.1080/00461520.2012.696438
https://doi.org/10.1080/00461520.2012.696438
https://doi.org/10.17705/1jais.00514
https://doi.org/10.17705/1jais.00514
https://doi.org/10.1037/xge0000033
https://doi.org/10.1287/mnsc.2016.2643


International Journal of Accounting Information Systems 50 (2023) 100626

17

Dowling, C., Leech, S., 2007. Audit support systems and decision aids: current practice and opportunities for future research. Int. J. Account. Inf. Syst. 8, 92–116. 
https://doi.org/10.1016/j.accinf.2007.04.001. 

Dowling, C., Leech, S.A., Moroney, R., 2008. Audit support system design and the declarative knowledge of long-term users. J. Emerging Technol. Account. 5 (1), 
99–108. 

Dowling, C., Knechel, W., Moroney, R., 2018. Public oversight of audit firms: the slippery slope of enforcing regulation. Abacus 54, 353–380. https://doi.org/ 
10.1111/abac.12130. 

Dowling, C., Leech, S., 2014. A big 4 firm’s use of information technology to control the audit process: How an audit support system is changing auditor behavior. 
Contemp. Account. Res. 31, 230–252. https://doi.org/10.1111/1911-3846.12010. 

Eining, M., Jones, D., Loebbecke, J., 1997. Reliance on decision aids: An examination of auditors’ assessment of management fraud. Fall Audit. J. Pract. Theory 1–29. 
Elliott, R., Jacobson, P., 1987. Audit technology: a heritage and a promise. J. Account. 163, 198–202. 
Filiz, I., Judek, J., Lorenz, M., Spiwoks, M., 2021. Reducing algorithm aversion through experience. J. Behav. Exp. Financ. 31, 100524 https://doi.org/10.1016/j. 

jbef.2021.100524. 
Fisher, M., Goddu, M.K., Keil, F.C., 2015. Searching for explanations: How the internet inflates estimates of internal knowledge. J. Exp. Psychol. 144 (3), 674–687. 
Fletcher, J., Wind, A., 2014. The evolving definition of cognitive readiness for military operations. In: O’Neil, H.F. (Ed.), Teaching and Measuring Cognitive Readiness. 

Springer Science + Business Media, New York, pp. 25–52. 
Frick, W., 2015. Here’s why people trust human judgment over algorithms. Harv. Bus. Rev. https://hbr.org. 
Furnari, S., Crilly, D., Misangyi, V., Greckhamer, T., Fiss, P., Aguilera, R., 2021. Capturing causal complexity: Heuristics for configurational theorizing. Acad. Manag. 

Rev. 46, 778–799. https://doi.org/10.5465/amr.2019.0298. 
Gentner, D., Colhoun, J., 2010. Analogical processes in human thinking and learning. In: B. Glatzeder, V. Goel, A. Müller (Eds), Towards a Theory of Thinking, (pp. 35- 

48). Berlin, Heidelberg: Springer, 35-48. 
Goddard, K., Roudsari, A., Wyatt, J., 2014. Automation bias: Empirical results assessing influencing factors. Int. J. Med. Inf. 83, 368–375. https://doi.org/10.1016/j. 

ijmedinf.2014.01.001. 
Goldwater, M., Schalk, L., 2016. Relational categories as a bridge between cognitive and educational research. Psychol. Bull. 142, 729–757. https://doi.org/10.1037/ 

bul0000043. 
Gregor, S., Benbasat, I., 1999. Explanations from intelligent systems: Theoretical foundations and implications for practice. MIS Q. 23, 497–530. https://doi.org/ 

10.2307/249487. 
Gregor, S., Hevner, A., 2013. Positioning and presenting design science research for maximum impact. MIS Q. 37, 337–355. https://doi.org/10.25300/MISQ/2013/ 

37.2.01. 
Hale, D., Kasper, G., 1989. Effect of human-computer interface protocols on decision performance. J. Manag. Inf. Syst. 6, 5–20. https://doi.org/10.1080/ 

07421222.1989.11517846. 
Hampton, C., 2005. Determinants of reliance: an empirical test of the theory of technology dominance. Int. J. Account. Inf. Syst. 6, 217–240. https://doi.org/10.1016/ 

j.accinf.2005.10.001. 
Hancock, P., 2014. Automation: how much is too much? Ergonomics 57, 449–454. https://doi.org/10.1080/00140139.2013.816375. 
Hardin, A., Schneider, C., Davison, R., 2022. Established theory rejection. Inf. Syst. J. 32, 1–4. https://doi.org/10.1111/isj.12360. 
Harrell, E., 2016. Managers shouldn’t fear algorithm-based decision making. Harv. Bus. Rev. https://hbr.org/. 
Hevner, A., March, R., Park, J., Ram, S., 2004. Design science research in information systems. MIS Q. 28, 75–105. https://doi.org/10.2307/25148625. 
Holyoak, K., 2012. Analogy and relational reasoning. In: Holyoak, K., Morrison, R. (Eds.), The Oxford Handbook of Thinking and Reasoning. Oxford University Press, 

NY, pp. 234–259. 
Jasimuddin, S., Connell, N., Klein, J., 2012. Knowledge transfer frameworks: An extension incorporating knowledge repositories and knowledge administration. Inf. 

Syst. J. 22, 195–209. https://doi.org/10.1111/j.1365-2575.2011.00382.x. 
Jensen, M., Lowry, P., Burgoon, J., Nunamaker Jr., J., 2010. Technology dominance in complex decision making: The case of aided credibility assessment. J. Manag. 

Inf. Syst. 27, 175–201. https://doi.org/10.2753/MIS0742-1222270108. 
Jussupow, E., Benbasat, I., Heinzl, A., 2020. Why are we averse towards algorithms? A comprehensive literature review on algorithm aversion. ECIS 2020 

Proceedings, AIS Electronic Library. Research Papers. https://aisel.aisnet.org/ecis2020_rp/168. 
Klein, G., 1997. Developing expertise in decision making. Think. Reason. 3 (4), 337–352. 
Koreff, J., 2022. Are auditors’ reliance on conclusions from data analytics impacted by different data analytic inputs? J. Information Systems, forthcoming. doi: 

10.2308/ISYS-19-051. 
Kultgen, J., 1988. Ethics and Professionalism. University of Pennsylvania Press, Pennsylvania.  
Langer, E., 1992. Matters of mind: Mindfulness/mindlessness in perspective. Conscious. Cogn. 1, 289–305. https://doi.org/10.1016/1053-8100(92)90066-J. 
Langer, E., 2014. Mindfulness, 25th Anniversary Edition. Da Capo Press, Boston.  
Lee, A., Thomas, M., Baskerville, R., 2015. Going back to basics in design science: from the information technology artifact to the information systems artifact. Inf. 

Syst. J. 25, 5–21. https://doi.org/10.1111/isj.12054. 
Lewis, K., Herndon, B., 2011. Transactive memory systems: Current issues and future research directions. Organ. Sci. 22, 1254–1265. https://doi.org/10.1287/ 

orsc.1110.0647. 
Liu, Y., Merzei, J., Kostakos, V., Hongxiu, L., 2017. Applying configurational analysis to IS behavioral research: a methodological alternative for modelling 

combinatorial complexities. Inf. Syst. Res. 27, 59–89. https://doi.org/10.1111/isj.12094. 
Logg, J., Minson, J., Moore, D., 2019. Algorithm appreciation: People prefer algorithmic to human judgment. Organ. Behav. Hum. Decis. Process. 151, 90–103. 

https://doi.org/10.1016/j.obhdp.2018.12.005. 
Loh, K., Kanai, R., 2016. How has the internet reshaped human cognition? Neuroscientist 22 (5), 506–520. https://doi.org/10.1177/1073858415595005. 
Lyell, D., Coiera, E., 2017. Automation bias and verification complexity: a systematic review. J. Am. Med. Inform. Assoc. 24, 423–431. https://doi.org/10.1093/ 

jamia/ocw105. 
Malaescu, I., Sutton, S., 2015. The effects of decision aid structural restrictiveness on cognitive load, perceived usefulness, and reuse intentions. Int. J. Account. Inf. 

Syst. 17, 16–36. https://doi.org/10.1016/j.accinf.2014.02.001. 
Masselli, J., Ricketts, R., Arnold, V., Sutton, S., 2002. The impact of embedded intelligent agents on tax compliance decisions. Journal of the American Tax Association 

24, 60–78. https://doi.org/10.2308/jata.2002.24.2.60. 
McCall, H., Arnold, V., Sutton, S.G., 2008. Use of knowledge management systems and the impact on the acquisition of explicit knowledge. J. Inf. Syst. 22 (2), 77–101. 
Merali, Y., 2000. Individual and collective congruence in the knowledge management process. J. Strateg. Inf. Syst. 9, 213–234. https://doi.org/10.1016/S0963-8687 

(00)00044-5. 
Mosier, K., Skitka, L., 1999. Automation use and automation bias. Proceedings of the Human Factors and Ergonomics Society 43rd Annual Meeting. doi: 10.1177/ 

154193129904300346. 
Noga, T., Arnold, V., 2002. Do tax decision support systems affect the accuracy of tax compliance decisions? Int. J. Account. Inf. Syst. 3, 125–144. https://doi.org/ 

10.1016/S1467-0895(02)00034-9. 
Oshri, I., Van Fenema, P., Kotlarsky, J., 2008. Knowledge transfer in globally distributed teams: The role of transactive memory. Inf. Syst. J. 18, 593–616. https://doi. 

org/10.1111/j.1365-2575.2007.00243.x. 
Parasuraman, R., Manzey, D., 2010. Complacency and bias in human use of automation: An attentional integration. Hum. Factors 52, 381–410. https://doi.org/ 

10.1177/0018720810376055. 
Parasuraman, R., Wickens, C., 2008. Humans: Still vital after all these years of automation. Human Factors: J. Human Factors Ergonomics Society 50, 511–520. 

https://doi.org/10.1518/001872008X312198. 
Plumlee, R.D., Rixom, B.A., Rosman, A.J., 2015. Training auditors to perform analytical procedures using metacognitive skills. Account. Rev. 90 (1), 351–369. 

S.G. Sutton et al.                                                                                                                                                                                                       

https://doi.org/10.1016/j.accinf.2007.04.001
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0120
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0120
https://doi.org/10.1111/abac.12130
https://doi.org/10.1111/abac.12130
https://doi.org/10.1111/1911-3846.12010
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0135
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0145
https://doi.org/10.1016/j.jbef.2021.100524
https://doi.org/10.1016/j.jbef.2021.100524
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0155
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0160
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0160
https://hbr.org
https://doi.org/10.5465/amr.2019.0298
https://doi.org/10.1016/j.ijmedinf.2014.01.001
https://doi.org/10.1016/j.ijmedinf.2014.01.001
https://doi.org/10.1037/bul0000043
https://doi.org/10.1037/bul0000043
https://doi.org/10.2307/249487
https://doi.org/10.2307/249487
https://doi.org/10.25300/MISQ/2013/37.2.01
https://doi.org/10.25300/MISQ/2013/37.2.01
https://doi.org/10.1080/07421222.1989.11517846
https://doi.org/10.1080/07421222.1989.11517846
https://doi.org/10.1016/j.accinf.2005.10.001
https://doi.org/10.1016/j.accinf.2005.10.001
https://doi.org/10.1080/00140139.2013.816375
https://doi.org/10.1111/isj.12360
https://hbr.org/
https://doi.org/10.2307/25148625
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0230
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0230
https://doi.org/10.1111/j.1365-2575.2011.00382.x
https://doi.org/10.2753/MIS0742-1222270108
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0250
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0260
https://doi.org/10.1016/1053-8100(92)90066-J
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0270
https://doi.org/10.1111/isj.12054
https://doi.org/10.1287/orsc.1110.0647
https://doi.org/10.1287/orsc.1110.0647
https://doi.org/10.1111/isj.12094
https://doi.org/10.1016/j.obhdp.2018.12.005
https://doi.org/10.1177/1073858415595005
https://doi.org/10.1093/jamia/ocw105
https://doi.org/10.1093/jamia/ocw105
https://doi.org/10.1016/j.accinf.2014.02.001
https://doi.org/10.2308/jata.2002.24.2.60
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0315
https://doi.org/10.1016/S0963-8687(00)00044-5
https://doi.org/10.1016/S0963-8687(00)00044-5
https://doi.org/10.1016/S1467-0895(02)00034-9
https://doi.org/10.1016/S1467-0895(02)00034-9
https://doi.org/10.1111/j.1365-2575.2007.00243.x
https://doi.org/10.1111/j.1365-2575.2007.00243.x
https://doi.org/10.1177/0018720810376055
https://doi.org/10.1177/0018720810376055
https://doi.org/10.1518/001872008X312198
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0360


International Journal of Accounting Information Systems 50 (2023) 100626

18

Radford, A., Wu, J., Child, R., Luan, D., Amodei, D., Sutskever, I., 2019. Language models are unsupervised multitask learners. OpenAI blog 1 (8), 9. 
Rinta-Kahila, T., Penttinen, E., Salovaara, A., Soliman, W., 2018. Consequences of discontinuing knowledge work automation—Surfacing of deskilling effects and 

methods of recovery. 51st Hawaii International Conference on System Sciences, 5244-5253. 
Rinta-Kahila, T., 2018. Pulling the Plug: The Concept, Process, and Outcomes of Organizational Information System Discontinuance. Dissertation, Aalto University. 

https://aaltodoc.aalto.fi/handle/123456789/34658. 
Rose, J., 2002. Behavioral decision aid research. Decision aid use and effects. In: Arnold, V., Sutton, S. (Eds.), Researching Accounting as an Information Systems 

Discipline. American Accounting Association, Sarasota, FL.  
Rose, J., Rose, A., McKay, B., 2007. Measurement of knowledge structures acquired through instruction, experience, and decision aid use. Int. J. Account. Inf. Syst. 8, 

117–137. https://doi.org/10.1016/j.accinf.2007.04.002. 
Sauer, J., Chavaillaz, A., 2017. The use of adaptable automation: Effects of extended skill lay-off and changes in system reliability. Appl. Ergon. 58, 471–481. https:// 

doi.org/10.1016/j.apergo.2016.08.007. 
Schraw, G., 2006. Knowledge: Structures and processes. In P. Alexander & P. Winne (Eds.), Handbook of Educational Psychology (pp. 245-260). Hillsdale, NJ: 

Erlbaum, 245-260. 
Schuetz, S., Venkatesh, V., 2020. The rise of human machines: how cognitive computing systems challenge assumptions of user-system interaction. J. Assoc. Inf. Syst. 

21 (2), 460–482. https://doi.org/10.17705/1jais.00608. 
Seow, P.S., 2011. The effects of decision aid structural restrictiveness on decision making outcomes. Int. J. Account. Inf. Syst. 12, 40–56. https://doi.org/10.1016/j. 

accinf.2010.03.002. 
Simeonova, B., 2018. Transactive memory systems and Web 2.0 in knowledge sharing: a conceptual model based on activity theory and critical realism. Inf. Syst. J. 

28, 592–611. https://doi.org/10.1111/isj.12147. 
Sparrow, B., Liu, J., Wegner, D., 2011. Google effects on memory: cognitive consequences of having information at our fingertips. Science 333, 776–778. https://doi. 

org/10.1126/science.1207745. 
Stensjö, G., 2020. The changing nature of the audit profession: Opportunities and challenges with digital transformation and the use of audit support systems, Big Data 

and Data Analytics. Thesis, Göteborgs Universitet. http://hdl.handle.net/2077/65401. 
Sternberg, R., 1998. Metacognition, abilities, and developing expertise: What makes an expert student? Instr. Sci. 26, 127–140. https://doi.org/10.1023/A: 

1003096215103. 
Strich, F., Mayer, A., Fiedler, M., 2021. What do I do in a world of artificial intelligence? Investigating the impact of substitutive decision-making AI systems on 

employees’ professional role identity. J. Assoc. Inf. Syst. 22, 304–324. https://doi.org/10.17705/1jais.00663. 
Susskind, R., Susskind, D., 2016. The Future of the Professions: How Technology Will Transform the Work of Human Experts. Oxford University Press, UK.  
Sutton, S.G., Arnold, V., Holt, M., 2018. How much automation is too much? Keeping the human relevant in knowledge work. J. Emerging Technol. Account. 15 (2), 

15–25. 
Sutton, S., Arnold, V., Collier, P., Leech, S., 2021. Leveraging the synergies between design science and behavioral science research methods. Int. J. Account. Inf. Syst. 

43, 2021. https://doi.org/10.1016/j.accinf.2021.100536. 
Sutton, S., Byington, J., 1993. An analysis of ethical and epistemological issues in the development and implementation of audit expert systems. Adv. Public Interest 

Acc. 5, 231–243. 
Sutton, S., Holt, M., Arnold, V., 2016. “The reports of my death are greatly exaggerated”—Artificial intelligence research in accounting. Int. J. Account. Inf. Syst. 22, 

60–73. https://doi.org/10.1016/j.accinf.2016.07.005. 
Thatcher, S., Fisher, G., 2022. The nuts and bolts of writing a theory paper: a practical guide to getting started. Acad. Manag. Rev. 47, 1–8. https://doi.org/10.5465/ 

amr.2021.0483. 
Triki, A., Weisner, M.M., 2014. Lessons from the literature on the Theory of Technology Dominance: Possibilities for an extended research framework. J. Emerging 

Technol. Account. 11 (1), 41–69. 
Trotman, K., Yetton, P., Zimmer, I., 1983. Individual and group judgments of internal control systems. J. Account. Res. 21, 286–292. https://doi.org/10.2307/ 

2490948. 
Vessey, I., 1991. Cognitive fit: a theory-based analysis of the graphs versus tables literature. Decis. Sci. 22, 219–240. https://doi.org/10.1111/j.1540-5915.1991. 

tb00344.x. 
Ward, A., 2013. Supernormal: How the Internet is changing our memories and our minds. Psychol. Inq. 24, 341–348. https://doi.org/10.1080/ 

1047840X.2013.850148. 
Williams, B., 2020. The Role of Complexity within Intelligent Decision Aids on User Reliance: An Extension of the Theory of Technology Dominance. Dissertation, 

University of North Carolina at Charlotte. https://www.proquest.com/openview/b56a3a579f801f4f3df3c327c5212003/1?pq- 
origsite=gscholar&cbl=18750&diss=y. 

Willingham, J., Ribar, G., 1988. Development of an expert system for loan loss evaluation. Auditor Productivity in the Year 2000, 171-186. 
Wortmann, C., 2019. Promises and Perils on the Frontier of Big Data Usage: How the Perception of Big Data Changes Managerial Decision-Making in Marketing. 

Dissertation, University of St. Gallen. https://www.e-helvetica.nb.admin.ch/api/download/urn%3Anbn%3Ach%3Abel-1412336%3ADis4928.pdf/Dis4928.pdf. 
Zhang, C., Cho, S., Vasarhelyi, M., 2022. Explainable artificial intelligence (XAI) in auditing. Int. J. Account. Inf. Syst. 46, 100572. 

S.G. Sutton et al.                                                                                                                                                                                                       

http://refhub.elsevier.com/S1467-0895(23)00018-0/h0365
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0380
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0380
https://doi.org/10.1016/j.accinf.2007.04.002
https://doi.org/10.1016/j.apergo.2016.08.007
https://doi.org/10.1016/j.apergo.2016.08.007
https://doi.org/10.17705/1jais.00608
https://doi.org/10.1016/j.accinf.2010.03.002
https://doi.org/10.1016/j.accinf.2010.03.002
https://doi.org/10.1111/isj.12147
https://doi.org/10.1126/science.1207745
https://doi.org/10.1126/science.1207745
https://doi.org/10.1023/A:1003096215103
https://doi.org/10.1023/A:1003096215103
https://doi.org/10.17705/1jais.00663
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0435
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0440
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0440
https://doi.org/10.1016/j.accinf.2021.100536
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0450
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0450
https://doi.org/10.1016/j.accinf.2016.07.005
https://doi.org/10.5465/amr.2021.0483
https://doi.org/10.5465/amr.2021.0483
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0465
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0465
https://doi.org/10.2307/2490948
https://doi.org/10.2307/2490948
https://doi.org/10.1111/j.1540-5915.1991.tb00344.x
https://doi.org/10.1111/j.1540-5915.1991.tb00344.x
https://doi.org/10.1080/1047840X.2013.850148
https://doi.org/10.1080/1047840X.2013.850148
http://refhub.elsevier.com/S1467-0895(23)00018-0/h0500

	An Extension of the Theory of Technology Dominance: Capturing the Underlying Causal Complexity
	An extension of the theory of technology dominance: Capturing the underlying causal complexity
	1 Introduction
	2 Developing an extended theory of technology dominance (TTD2)
	3 PHASE I: The reliance model
	3.1 Algorithm Aversion/Appreciation

	4 PHASE II: Short-term technology dominance effects
	4.1 Novice overreliance
	4.2 Importance of collaborative systems for experts

	5 PHASE III: Long-term technology dominance effects
	5.1 The skilling and deskilling of knowledge workers
	5.2 Epistemological Stagnation?

	6 Conclusions and implications for future research
	Declaration of Competing Interest
	Data availability
	Acknowledgements
	References


